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Introduction

® About me

Jaekoo lee

Kookmin university

Assistant professor, School of software, College of computer science
jaekoo@kookmin.ac.kr

Machine intelligence (Ml) lab.

Our research topics

loT (e.g. sensor)
analysis

self-driving car .
gca : : Security
or drone P

ARTIFICIAL
INTELLIGENCE

MACHINE LEARNING DEEP  LEARNING

Machine (deep) learning



Introduction

® Tutorial objectives:
understand fundamentals of deep learning
review of recent research trends in deep learning

motivate to learn recent breakthroughs in deep learning

Learning Objectives




Introduction

Intelligent Machines

Nvidia CEO: Software
Is Eating the World,
but Al Is Going to Eat
Software

Jensen Huang predicts that health care and autos are
going to be transformed by artificial intelligence.




Introduction

® Artificial intelligence (Al):

the simulation of human intelligence processes by machines (computer systems)

[from https://www.euclidean.com/]

include (major components of Al)
learning (the acquisition of information and rules for using the information),
reasoning (using rules to reach approximate or definite conclusions),
knowledge,
language understanding, and

self-correction

Goal:

A machine that thinks or acts like a human



Introduction

® Al in production
Speech recognition
Recommender systems
Autonomous driving
Real-time object recognition
Robotics
Real-time language translation

Many more...

Al systems deployed to billions of users

[from https://www.nvidia.com] |



Introduction

® A brief timeline of historical events in Al

Deep Neural Network
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machine learning begins to flourish
early Al stirs excitement



Background for deep learning

® Field of artificial intelligence

Deep learning Example:
Shallow
Example: autoencoders
MLPs

Example: Example:
Logistic Knowledge
regression bases

Representation learning

Machine learning

[from book: deep learning @MIT]



Background for deep learning

® Basic operation in a node of neural networks

inner product == linear function
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activation function == non-linear function

various activation functions
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Background for deep learning

® Structure of neural networks (by using connectionism)
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Background for deep learning
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Background for deep learning

® Deep learning

deep neural network with multiple levels of linear / non-linear operations
introducing representation that are expressed in terms of other (simpler) representations
each stage: a kind of trainable feature transform

hierarchy of representations with increasing level of abstraction
learning representation = data-driven features

deep neural network == universal approximator

Output
(object identity) Image
* pixel = edge — texton — motif
— part — object
3rd hidden layer
(object parts)
Text
character — word — word group
2nd hidden layer — clause — sentence — story
(corners and
CcOntours)
Speech
sample — spectral band —
1st hidden layer sound — ... = phone —
(edges) phoneme — word —

Visible layer
(input pixels)
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Background for deep learning

® Comparisons between traditional machine learning and deep learning

Output
Mapping from
Output Output fantires
Additional
Outout Mapping from Mapping from layers of more
P features features abstract
features
Hand- Hand-

- . Simple
designed designed Features faabiires
Program features

Input Input Input Input
. Deep
Rule-based Classic learning
T machine
systems learning Representation

learning

Machine Learning

= = -3

Feature extraction Classification Output
Deep Learning

= @i -

Input Feature extraction + Classification Output

Input

[from https://verhaert.com]
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Background for deep learning

® Training and inference

TRAINING

Learning a new capability
fram existing data

A

Untrained Deep Learning TRAINING Trained Model
Neural Network Framework DATASET New Capability
Model

X

N7
/o

7
N2

Wia—
Y

INFERENCE

Applying this capability
to new data

App or Service
Featuring Capability

Trained Model
Optimized for
Performance




Background for deep learning

® Reasons for deep learning's success

DNN BIG DATA

[from https://www.nvidia.com]

® Performance on |data]

A
Deep Neural Networks

Medium Neural Networks

Shallow Neural Networks

Performance

Traditional Machine Learning

17
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Research trends in deep learning

® The power of deep learning

Q

28% AlexNet, 8 layers Find your photos faster

26%

ZF, 8 layers .
VGG, 19 layers the
GooglLeNet, 22 layers
16%
ResNet, 152 layers
12% (Ensemble) « |
dog
— 27D wedding
|

shallow

- 100% accuracy and reliability not realistic

I Traditional computer vision
NN Deep learing computer vision

sunset

2010 2011 2012 2013 2014 2015 2016 2017

SQUAD2.0

The Stanford Question Answering Dataset

Leaderboard
KorQuAD 1.02| g ore YL|T|
Leaderboard Rank  Reg. Date Model EM F1
Collage of some medical imaging applications in
SQUAD2.0 tests the ability of a system to not only answer reading comprehension - 2018.10.17 Human Performance B0.17  91.20 which deep learning has achieved
sestions, but also abstain presented with a question that cannot be answered state-of-the-art results.
sed on the provided para
2020,01.08 SKERT-Large [smg\e model) 8766 9515 -
Rank Model EM F1 Skelt From top-left to bottom-right:
Human Performance 86831  89.452 1. mammographic mass classification
2. segmentation of lesions in the brain,
3. leak detection in airway tree segmentation,
1 SA-Net on Albert {ensemble) 90724 93011 s 4. diabetic retinopathy classification
i
ALPHASTAR WINS 5. prostate seg{nent.atlon.
2 SA-Net-V2 (ensemble) 0679 92948 6. nodule classification,
ALPHASTAR WINS 7. breast cancer metastases detection,
2 etro-Reader fensemble) 78 92978 ALPHASTAR WINS g' Ek'" lesion classification
. bone suppression
L ALPHASTAR WINS
3 ELECTRA+ALBERT+EntitySpanFocus [ensemble) 90442 92.839 ALPHASTAR WINS
S MANA 0-5 ALPHASTAR




Research trends in deep learning

® The power of deep learning (SOTA)

Computer Vision

Semantic
Segmentation

I 57 leaderboards

1007 papers with code

b See all 810 tasks

reference from https://paperswithcode.com/sota

2 144 leaderboards

869 papers with code

Natural Language Processing
Machine Language
Translation Modelling

I 45 leaderboards

649 papers with code

» See all 304 tasks

Medical

Medical Image
Segmentation

2 56 leaderboards

86 papers with code

» See all 186 tasks

2 14 leaderboards

630 papers with code

Drug
Discovery

I 13 leaderboards

57 papers with code

Object
il Detection

2 86 leaderboards

723 papers with code

Question
Answering

2 56 leaderboards

590 papers with code

%- Lesion
¥, | Segmentation

I 5 leaderboards

50 papers with code

. Image
Generation

2 103 leaderboards

350 papers with code

A Sentiment

WJ Analysis

2 37 leaderboards

404 papers with code

Brain Tumor
3 Segmentation

2 7 leaderboards

29 papers with code

Pose
o Estimation

I 76 leaderboards

332 papers with code

i

Text
Classification

2 60 leaderboards

248 papers with code

Brain
Segmentation

k2 1 leaderboard

24 papers with code

Speech

Speech
Recognition

2 28 leaderboards

254 papers with code

» See all 43 tasks

Playing Games
Continuous
Control

I 52 leaderboards

119 papers with code

b See all 42 tasks

Time Series

Time Series

k2 1 leaderboard

434 papers with code

» See all 34 tasks

Speech
777 Synthesis

2 2 leaderboards

52 papers with code

- Atari Games

2 62 leaderboards

119 papers with code

Time Series
Classification

I 23 leaderboards

68 papers with code

™ Speech
Enhancement

2 9leaderboards

Starcraft

32 pap

Imputation

I 7 leaderboards

67 papers with code

Speaker
7‘13- Verification

29 papers with code

Real-Time
Strategy
Games

2 2 leaderboards

16 papers with code

Time Series
Forecasting

2 6 leaderboards

42 papers with code

Voice
Conversion

Starcraft Il

2 2 leaderboards

Gesture
Recognition

I 68 leaderboards

39 papers with code
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Research trends in deep learning

® The limits of deep learning

A Sobering Message About the Future at Al's Biggest Party

Leaders in artificial intelligence warn that progress is slowing, big challenges remain, and simply throwing more computers at a problem isn't sustainable.

- w Facebook's Head of Al Says the Field Will Soon ‘Hit the Wall’

Jerome Pesenti is encouraged by progress in artificial intelligence, but sees the limits of the current approach to deep learning.

‘Driverless cars show the limits of
today’s Al

nature

NEWS FEATURE - 09 OCTOBER 2019

Why deep-learning Als are so easy to fool

Artificial-intelligence researchers are trving to fix the flaws of neural networks.

2E0E

Douglas Heaven

Vie have machin
PHILIPPE/THE

Deep Learning Has Limits. But Its
Commercial Impact Has Just
Begun.

Rob Toews Contributor ©
Al
\' Twrite about the big picture of artificial intelligence




Research trends in deep learning

Okay. Lel's start
with a hot dog




Research trends in deep learning

The

Today Weekly edition = Menu ’ Subscribe \ Q_ Search v

Economist

Technology Quarterly | Thefuture |
Jun 11th 2020 edition > Humans WIII add to AIIS

limitations

It will slow progress even more, but another Al winter is unlikely



Conclusion

® Deep (representation) learning have achieved remarkable improvement

e.g., image recognition, voice assistants, security

® Deep change is started by deep learning!
deep neural network == (linear + nonlinear)*M == universal approximator

change of paradigm = the deep learning revolution

® Deep learning has power and limits

rapidly changing, must stay in tune!!

enabler _
® Al < Security
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Question and Answer

® If you have any comments,

suggestions or questions then please do let me know!

® For more information, contact me

jaekoo@kookmin.ac.kr

Thank you ©
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