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Abstract 

Augmentation strategies are key in training a well-generalized object detection model with 

scarce datasets. The available annotated object detection datasets are not only scarce but 

are also naturally unbalanced. The unbalanced nature of these datasets leads to poor or 

incorrect learning of minority class samples in the data. Hence, the resulting model suffers 

from a confirmation bias problem and performs poorly on test data. We propose an improved 

mosaic by combining a simple copy-paste technique with the existing mosaic augmentation 

strategy. Our proposed mosaic strategy alleviates the number of minority class samples in 

the data. In this method, we copy-paste available augmented ground truth minority samples 

into the mosaic with severe unbalance. The resultant training data now have more minority 

class samples to learn a much better and more accurate representation of these categories.

Ⅰ. Introduction  

Object detection is a crucial computer vision task, 

providing foundational visual cues for scene 

understanding [1], and object recognition [2]. State-

of-the-art models for object detection are trained using 

supervised learning. Hence, their effectiveness is 

influenced by the volume of labeled training data.  

Additionally, real-world detection datasets often 

exhibit class imbalance. Hence, leading the models 

trained on such datasets to potentially overfit and 

exhibit poor generalization to test data examples 

belonging to minority classes [3]. Existing 

augmentation techniques fail to address the imbalance 

of minority class samples, a straightforward solution to 

the confirmation bias problem [4]. 

In this study, we extend existing mosaic augmentation 

[5] by combining it with a simple copy-paste strategy 

[3]. 

Ⅱ. Proposed Method  

We propose a simple extension to mosaic 

augmentation that ensures at least one sample from 

each object category in every mosaic image. By training 

a model on this enhanced dataset, we expect to achieve 

a significantly improved representation learning of all 

the classes. 

The proposed extended 4-Mosaic method is shown in 

Fig. 1. The details are provided in the sections below. 

A. Sample Memory Bank Creation 

We propose to augment the existing mosaic with 

transformed ground truth (GT) samples to address 

class imbalance. To achieve this, we create a memory 

bank by cropping GT objects from the original dataset 

and storing them for later use. By incorporating these 

diverse GT samples with adequate transformations into 

the mosaic augmentation process, we aim to improve 

the model's ability to detect the objects from 

underrepresented classes. 

B. 4-mosaic to 6-mosaic 

Generally, the Yolo family of models uses mosaic with 

4 grids. In the first stage, we propose to extend 4 grids 

to 6 grid mosaic. Hence our method makes 6 grids 

instead of 4 as in the conventional 4-mosaic. 

C. Conventional Mosaic Step 

In the next step, we propose a slightly altered 

conventional 4-mosaic step. We perform 4-mosaic step 

but contrary to default setting during paste operation 

we select a random grid in the mosaic. Hence, we fill 

out random four grids out of six with selected images 

(four images). Two grids are left as it is for class-

balancing. 

D. Class Balancing 

In the final stage, we count the samples of each 

category to select minority classes in the current 

mosaic. Finally, we fill the remaining two grids by 

copy-pasting minority class samples from the memory 

bank with adequate transformations. 

Ⅲ. Experimental Results 

To evaluate the effectiveness of proposed extended 

mosaic method, we perform experiments using a subset 

of BDD dataset [6] containing 15000 training images. 

We used full validation set for evaluation. We also 

consolidated the BDD object classes to only three 

important categories (vehicle, person and rider class). 

We opted Yolov5 [7] detector for our experiments. The 

mosaic augmentation in Yolov5 training is replaced with 

our extended mosaic method. The initial experimental 

results are provided in the Table I. 



 

IV. Conclusion 

In this study, we propose an extended mosaic  

augmentation method with copy-paste strategy for 

alleviating the number of minority class samples. In our 

method, we copy-paste the minority class samples 

from existing ground truth data with adequate 

transformation into the mosaic image. The resultant 

data have boosted minority class samples helpful in 

better training the detector. 
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Fig. 1: Proposed extended 4-mosaic with minority class sample copy-paste strategy for class-balancing 

TABLE I 
STATISTICS COMPARISON BETWEEN CONVENTIONAL AND EXTENDED MOSAIC METHODS 

Class-wise performance (mAP@50) and sample statistics comparison of conventional and extended mosaic 

Classes 
Conventional mosaic (4-mosiac) Extended mosaic (6-mosaic)* 

samples mAP@50 samples mAP@50 

Vehicle 12256 64.9 12951 65.1 

Person 2716 44.9 7792 49.2 

Rider  295 18.4 6636 34.7 

 


