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Abstract 

Emotion Recognition reads personal emotional feelings by capturing specific gestures or facial expressions. 

The goal of emotion recognition is to minimize people's stress and improve the welfare conditions for both 

humans and animals. However, obtaining the specific group dataset is rarely accomplishable without 

teaming up with different farming research groups. Unlike a human being, locating the vital changes may 

be difficult for many neural network machines without psychological expertise. Especially, some research 

institutions usually bring a poor-quality dataset, and the dataset produces biased experimental results. To 

improve the quality of the emotion dataset and prevent unfair conclusions, we proposed the semi-shuffled 

dataset after applying the pretrained human and animal detector's model as the megadetector v.3. Thus, 

our proposed dataset may have an improved representation of the real -time performance than fully-

shuffled without applying the pretrained detector’s model. 

 

Ⅰ. Introduction  

The demand for emotion recognition has been 

increasing these days. Also, the demand for self-

driving vehicles, social workers, and even husbandry 

affairs have significantly increased for improving 

welfare and minimizing stress. Thus, obtaining the 

emotion dataset for a specific group may be challenging, 

and have mostly limited sources for further improvement. 

Frequently, some emotion datasets are obtainable 

by collaborating with different research institutions. 

Our research partnering team from Wageningen 

University and Research provides us with video clips. 

Yet, videos may contain a massive amount of 

irrelevant pixelized features or simply no subjects in 

the sample images for training and testing. Although 

the performing result exceeds more than 95%, the 

pretrained Xception model could still be useless for 

real-time affairs. In this paper, we propose to exploit a 

pretrained detector as Megadetector v. 3 models [1] as 

we experiment on the semi-shuffled dataset. Although 

our proposed experiment degrades the classifying 

performance, our proposed approach can even more 

precisely inspect experimental results. In our previous 

research [2-7], we successfully improved the 

performance by removing the irrelevant features by 

applying the pre-trained model and focusing on vital 

parts for training and testing. 

Ⅱ. Proposed Method 

The irrelevant features are turmoil to classifying 

neural network since it renders to confuse our 

classifying neural network and increases the 

unnecessary computation. Megadetector v3 has similar 

structures of Fast-RCNN, Inception, and Resnet 

architectures. The pretrained Megadetector v. 3 

detector model locates the region of the subjects in the 

image and enables us to extract the vital pixels. After 

finding the vital features in the pictures, we can extract 

those subtle regions and remove all irrelevant features. 

Our proposed emotion recognitional neural network is 

the Xception [9] architecture to have the same results 

from Fig. 3 and 4. 

 

ⅡI. Experimental Results 

As shown in Figs. 3, the confusion matrix display 

robust performance since the time-sequential raw 

images are completely shuffled among the training, 

validating, and testing dataset gourps. The Xception 

model perceived familiar images from testing dataset  

as the raw images from training and validating testing 

datasets is almost identical.  

However, from Fig. 4 and Table I, the performance 

displays defectively, yet the model’s performance is 

more precisely evaluated as representing the real-time 

performance, unlike the evaluation from Fig 3. The 

Xception model from Fig. 3 is suspected to be trained 

with the irrelevant segments so that the experimental 

results may display robust performance from the time-

sequential images. Thus, the emotion recognition 

researchers should cautiously handle the time 

sequential images by not mixing among all training, 

validating, and testing datasets. They may mix with 

the training and validating testing dataset to 

perform better. Still, to have unbiased results from Fig. 

4, the testing dataset must not be randomly blended 

among training and validating datasets. Then, the 

Megadetector model is applied before starting the 

Xception neural network’s training and 

validating procedures. 
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IV. Conclusion 

In this paper, we proposed the semi-shuffled 

sequential dataset and refined the raw images by 

applying the megadetector's model to prevent 

inaccurate results. Although our approaches degrade 

the classifying performance, the proper evaluation is 

significant as the Xception model can be applied in 

real-time husbandry affairs. 
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Approaches 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Xception 

Model from 

Fig. 3 

97.8264 97.8389 97.8264 97.8292 

Xception 

Model from 

Fig. 4 

23.6145 20.8714 23.6145 15.0215 

Table I. THE CONFUSION MATRIX SUMMARIZES THE 

PERFORMANCE GRAPH FROM FIG. 3 AND 4. 

Fig. 4 the classification performance after applying with 

the megadetector’s model and semi- shuffling. 

 

Fig. 3 the classification performance before applying with 

the megadetector’s model and fully-shuffling. 


