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Abstract  
 

In this work, we present Alloy, an ABR algorithm that fuses the exiting algorithms to cover a wide variety 

of environments. We train Alloy in various simulation-based environments to obtain a transferable model 
that combines the strengths of the exiting algorithms via meta-reinforcement learning. At the end of 

simulation-based training, Alloy adapts well to new/various environments with a few update steps and 

provides high QoE to all users. 

 

Ⅰ. Introduction  

In this work, we propose Alloy, an ABR algorithm 

that fuses existing algorithms to cover a wide variety 

of environments. Alloy provides high QoE to all users 

by combining the strengths of various algorithms. To 

do this, we find transferable parameters between 
multiple algorithms via meta-updates. Finally, with 

transferable parameters, Alloy covers a wide range of 

environments, providing different policies in different 

environments with just a few update steps. 

Ⅱ. System Design  

Step 1: configuring the environment. We create 

various and vast simulation-based environments before 

training our model. First, we enumerate the properties 
that make up video streaming environment. Then we 

configure the environments by sampling the values of 

their characteristics. We use the following properties 

to configure the environments: network bandwidth, 

video, and client’s configuration (buffer size). Finally, 
each property is combined to form a different video 

streaming environment. 

Step 2: finding transferable parameter. Now, we find 
a parameter Θ that allows fast adaptation to the new 

environments by training in different environments. We 

adopt MAML [1] algorithm that combines the models. 

Our training process consists of two phases. An internal 
adaptation phase aims to compute the updated 

parameter 𝜃!"  for the task 𝒯!  sampled from the 

distribution for the tasks 𝑝(𝒯!). For an internal update, 

we adopt PPO [2], a state-of-the-art policy gradient 

algorithm. In the external adaptation phase, the 
parameter 𝜃  is updated according to the training 

trajectories of the PPO agent. Both phases alternate to 

update the parameter 𝜃  that produces the highest 

reward after the PPO agent is trained on the 𝑁 update 

steps. 

Step 3: adapting to new real-world environments. 

After obtaining the transferable parameter 𝜃, the model 
is easily adapted to the new environment with only 𝑁 

update steps after deployment. The training agent 

updates 𝜃  to 𝜃∗  to adapt to unexperienced 

environments in just 𝑁-step updates. 

Ⅲ. Evaluation  

We implement Alloy using MPEG-DASH and create 
the following the scenario for evaluation.  

Coping with new environment and video. Figure 2 

shows the average QoE per segment using public Wi-

Fi (coffee shop and campus), and Bug Buck Bunny video 
(i.e., new environments). We use BBA [3], RobustMPC 

[4], and AccurateMPC as state-of-the-art algorithms 

for comparison. AccurateMPC is a variant of 

RobustMPC with accurate future bandwidth. 

We can clearly see that Alloy can provide better 

streaming services in highly variable Wi-Fi 

environments where bandwidth drops periodically and 

suddenly. 
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Figure 2: Alloy outperforms state-of-the-art algorithms. 

Figure 1: Overview of the proposed system, Alloy. 
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