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Abstract 

 
Deep learning has become the heart of modern computer vision. The ability to solve complex problems 

with a high level of accuracy has made deep learning models used for various computer vision tasks, including security 

and safety-critical applications. Unfortunately, recent studies have shown that deep learning models are vulnerable to 

adversarial attacks that can manipulate the model prediction by adding designed perturbation to the input. The studies 

have shown that the attacks are applicable not only in the digital domain but also in the physical world. This paper 

investigates the recent adversarial attack techniques in computer vision that specifically work on the physical world. 

We outline essential factors, including key challenges and proposed solutions such as losses that make adversarial 

attacks work, robust, and applicable in the real world.   

 

 

Ⅰ. Introduction  

Deep learning has emerged as the driving force 

behind modern computer vision. AlexNet [1] is one of 

the earliest examples of deep learning raising with 

Deep Convolutional Neural Networks (CNNs), which 

took first place beyond traditional computer vision in 

the 2012 large-scale visual recognition challenge [2]. 

Deep learning remains the current state-of-the-art 

technique in various computer vision applications [3], 

including security and ‘safety-critical applications. 

Despite the outstanding performance of the deep 

learning models on computer vision, Szegedy et al. [4] 

realized that they are vulnerable to adversarial attacks. 

This attack tries to change the network prediction by 

slightly changing the input with imperceptible 

perturbation. Early after this discovery, researchers 

later proposed ways to fool deep learning models more 

effectively [5] and higher success rates [6]. The 

research was initially conducted in the digital domain, 

where an adversary can directly change each image 

pixel to produce an adversarial example. 

Research on adversarial attacks did not just stop at 

the digital domain. Kurakin et al. [7] tried to print the 

generated adversarial examples with several methods 

and found that some are still working to fool the tested 

model in the physical world. They hypothesized that the 

failed case was due to perturbation which was easier to 

destroy by real-world transformation. In the next 

section, we recap challenges and researchers' 

proposed solutions to make adversarial attacks work, 

robust, and applicable in the real world. 

Ⅱ. Main subject  

The adversary must solve several challenges so that 

adversarial attacks can work in the real world. By 

referring to Eykholt et al. [8], we summarize that the 

adversary must generate the adversarial example that 

can survive against physical world transformation, such 

as varying environmental conditions and viewpoints, 

overcoming spatial constraints, fabrication error, and 

physical limits on imperceptibility. Here we summarize 

how the researchers handle each of the challenges.  

Robustness against physical world transformation. 

Athalye et al. [9] proposed a method called Expectation 
Over Transformation (EOT) to construct a robust 

physical adversarial example. The idea is to optimize 

the adversarial example x’ over the chosen 

transformation distribution T instead of optimizing the 

single example such as: 

 argmax
𝑥′

𝐸𝑡~𝑇[log 𝑃(𝑦𝑡|𝑡(𝑥
′))]  

The transformations include varying viewpoints and 

lighting conditions for the physical world case. They 

demonstrate their method's effectiveness by making 3D 

printed models of a turtle and baseball—which remain 

adversarial over a wide distribution of viewpoints.  



 
Figure 1. Examples of successful physical-world attacks fool the 

recognition system proposed by [9,11,10,8,12]. 

EOT method becomes a standard for generating robust 

physical adversarial examples in later studies. 

Overcoming spatial constraints. In a physical 

adversarial attack, the adversary cannot perturb the 

whole part of the input image, especially the 

background. The typical proposals are to either perturb 

the target object [8,9,11,12] or create an adversarial 

patch [10]. The adversarial patch has some advantages, 

such as being universal and not tied with target object. 

Minimizing fabrication error. To realize an adversarial 

example into the real world, the adversary must either 

print or paint it, which may result in fabrication errors.  

Sharif et al. [11] proposed a non-printability score 
(NPS) to craft adversarial perturbations that can mostly 

be reproduced by the printer. They select a set of 

printable RGB colors 𝑃 and penalize each pixel based 

on the distance of the closest color on the set. They 

define the NPS of pixel 𝑝̂ as: 

𝑁𝑃𝑆(𝑝̂) =∏|𝑝̂ − 𝑝|

𝑝∈𝑃

 

𝑁𝑃𝑆(𝑝̂) will be low if 𝑝̂ belongs to 𝑃 or closed to 𝑝 ∈

𝑃. Otherwise, 𝑁𝑃𝑆(𝑝̂) will be high. 

Furthermore, the authors proposed total variation (TV) 
loss to keep the smoothness of their adversarial by 

penalizing the square root distances between each 

neighbor pixel. For perturbation r on each pixel, they 

define TV(r) as: 

𝑇𝑉(𝑟) =∑√(𝑟𝑖,𝑗 − 𝑟𝑖+1,𝑗)
2
+ (𝑟𝑖,𝑗 − 𝑟𝑖,𝑗+1)

2

𝑖,𝑗

 

The smoothness is essential because natural images 

captured by the camera are smooth and consistent, 

where colors change gradually. The adversary can 

minimize the error between digital and physical 

domains using both losses, enhancing physically 

realizable adversarial examples. 

Handling Physical Limits on Imperceptibility. Tiny 

imperceptible perturbations are more likely to be 

destroyed when transferred to the real world. Instead 

of finding tiny perturbations, the physical attacks aim to 

produce natural and unsuspicious adversarial examples 

to hide the attack. 

Eykholt et al. [8] proposed masked perturbation that 

resembles graffiti. Duan et al. [12] proposed 

camouflage loss consisting of style, content, and 

smoothness losses for generating their natural style 

adversarial examples. Both authors show unsuspected 

attacks using natural perturbations to physical traffic 

signs, which adds to the danger of this invisible attack. 

 

Ⅲ. Conclusion 

 The adversarial attacks remain a threat to deep 

learning-based computer vision applications, including 

in the physical world. This paper outline how the 

adversary can craft robust adversarial examples that 

can withstand physical world transformation and solve 

all challenges beyond digital adversarial attack. 
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