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Abstract—The advent of deep learning has seen its application
in end-to-end speech emotion recognition systems that are later
used in real life. These deep learning systems use either raw
speech signals or handcrafted features as input. Commendable
performance in terms of accuracy and sometimes F1 score has
been reported in SER studies that use these features without
the analysis of the robustness of these models in terms of the
individual emotion class confusion ratio. In this paper, we carried
out comparative experiments to ascertain the robustness of deep
learning-based models that use raw signals, separate handcrafted
speech features and in combination. In the experiments in which
we used speech features, we extracted spectral and voice quality
features from the raw speech signals as input to the model. We
found out that though the accuracy and F1 score in all experiments
are commendable, the robustness in terms of confusion ratio
is worse with raw signals and best with a combination of
handcrafted features.

Index Terms—emotion recognition, raw speech signals, speech
features

I. INTRODUCTION

Emotion recognition (ER) is an affective computing domain
that involves the inference of one’s emotional state observed
from changes in speech, face, gestures and physiological activ-
ities in the body. The advent of deep learning has seen the use
of this domain in a number of applications like social living
assistance robots, health monitoring, authentication systems,
and interactive robots. Speech emotion recognition involves
inference of emotions from the speech signal. Because of their
benefits, end to end deep learning systems have been deployed
in speech emotion recognition using raw signals [1], [2] and
[3].

The works in [4] and [S] employed end-to-end deep learning
systems on raw signals using one-dimensional convolutions
as well as mel spectrograms using two-dimensional convo-
Iution layers in combination with long short-term memory
(LSTM) and convolutional LSTM (convLSTM) respectively.
They suggested the use of local feature learning blocks (LFLB)
at the lower layers for local feature extraction and global
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feature learning blocks (GFLB) at the deeper layers for global
feature extraction. These applications of SER can be deployed
in ubiquitous computing devices that can be used anytime
anywhere.

The authors in [1], [2] and [3] proposed models that use
raw signals as input to end-to-end deep learning-based models
to learn emotional cues and their relationships for speech
emotion recognition (SER). These models compute long-term
dependencies and the global context and relationships between
the features using attention mechanisms [8], [9] and [10].
Though these models obtain commendable accuracies they are
not robust in discrimination of high arousal emotions especially
happy and angry. Commendable results in SER research have
also been achieved by deep learning-based models that use
handcrafted features like mel frequency cepstral coefficients
(MFCCs) and mel spectrograms. In [11] a convolutional neural
network with attention for speech emotion recognition using
MFCCs was implemented. Mel spectrograms were used as
inputs to the two-dimensional model suggested in [5]. In
[12], a combination of MFCCs, mel spectrograms and chroma
grams were used in a deep learning-based model for SER.
However, though commendable accuracies have been reported,
there has been no specific evaluation of the confusion error
(ratio) of these models for the different categories of emotions
they classify which would give researchers a direction for the
improvement of the robustness of the SER models especially
in real-life scenarios.

In this paper, we use a simple deep learning-based model
to evaluate the robustness of raw signals, spectral and voice
quality features extracted from the raw speech signals for
speech emotion recognition. We report on the robustness of the
model in terms of the confusion ratio (error) of the different
emotion classes and suggest a way forward.

The contribution of this paper is twofold;

« We use a simple speech emotion recognition model to
evaluate the robustness of deep learning-based models that



use either raw signals, spectral and voice quality features
or their combination.

o We also suggest possible ways in which the robustness
can be improved in SER studies in order to be effectively
used in real-life applications.

The rest of the paper is organized as follows: the methods are
presented in Section II. The results and discussion are presented
in Section III. Section IV presents the conclusion.

II. METHODS

To carry out the experimental study, we used the framework
shown in Fig. 1. It consists of four convolution layers each with
pooling layers where necessary for local feature extraction and
self-attention configured bidirectional layer of 64 units that was
used for global feature learning before the feature representa-
tions are fed into a dense layer and a subsequent softmax layer
for classification. The self-attention mechanism was configured
in order to further consider long-term dependencies and the
global context of the speech representations. In order to be
consistent with earlier research, we used the exponential linear
unit (ELU) as the activation function.

A. Experiments

We carried out five experiments to evaluate the robustness
of the model. We used the publicly available German dataset
of Berlin (EMODB) [13]. The experiments involved separate
use of raw signals, MFCCs, mel spectrograms, a combination
of MFCCs and mel spectrograms (mel) and a combination of
MFCCs, mel spectrograms and chroma grams which is repre-
sented as ”All” in Table L. It should be noted that we evaluated
chroma grams alone and never obtained commendable results.
In this paper, we considered happiness, sadness, neutral and
anger as emotional states. To carry out the experiments, we
used Keras 2.8.0 API, TensorFlow 2.6 as the back-end with
python programming, and Nvidia GeForce RTX 2080 super
graphics processing unit (GPU).

B. Feature Extraction

Raw Signals: For each speech signal, a sequence length of
16000 samples was considered. Speech signals with a shorter
sequence length were padded while the longer ones were
truncated. We used a band pass filter to consider frequencies
between 300 and 3500 Hz which we considered to have
pertinent cues for emotion recognition. In order to bring the
signal amplitude to a target level, we used root mean square
normalization in python.

Speech Features: We extracted spectral and voice quality
features using Librosa 0.9.2. We considered features that can
depict loudness, pitch and quality of sound. We extracted
MFCCs and chroma grams as spectral features and mel spec-
trograms as voice quality features. The mean value of these
features extracted from each frame was calculated and was
separately used as input to the model in the first experiments.
In the other two experiments, a combination of either MFCCs

and mel spectrograms or MFCCs, chroma grams and mel spec-
trograms were used as input to the model after concatenation.
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Fig. 1. The framework used in our experiments.

III. RESULTS AND DISCUSSION
A. Results

Table I shows the experimental results in terms of accuracy
(A) and F1 score (F1) obtained by the model. We also present
comparative results of the robustness of the model in terms
of the confusion ratio of the different classes of emotions for
each input. CH, CS, CA and CN are confusion ratios for happy,
sad, angry and neutral respectively. The results show that for
all the inputs, the accuracy and F1 score can be commendable
however the robustness especially in terms of the confusion
error between high arousal dimension emotions needs to be
given more attention.

TABLE 1
PERFORMANCE COMPARISON OF THE MODEL ON RAW SIGNALS AND
EXTRACTED FEATURES

Input [ A(%) [ F1(%) | CH(%) | CS(%) | CA(%) | CN(%)
Raw signal 81.18 | 80.52 07 92 99 71
Mel 80.0 78.91 73 79 67 60
MFCCs 85.46 | 85.71 40 93 88 87
Mel & MFCCs | 94.55 | 95.48 40 100 100 93
All 89.09 | 87.77 53 71 88 87

B. Discussion

The experimental results show that models that use raw
signals can achieve a commendable accuracy and FI score
however, they are not robust in terms of discriminating the
high arousal emotion states of happy and angry. This is partly
because the emotional cues of happy and angry are similar in
terms of emotional dimension. Therefore, robust models that
aid complex speech signal processing are required if they are to
be used in SER systems. The experiments also show that mel
spectrograms which depict voice quality cues in a speech signal
are quite robust for happy and sad however the model still does
not perform well especially for the neutral and angry emotions
that tend to be confused with all the other emotions. On the
other hand, MFCCs can be used by models if the interest is
to achieve robustness for sad, angry and neutral however, the
models that use them still confuse happy and other emotions



especially anger with which they belong to the same plane.
Moreover, a combination of MFCCs and mel spectrograms
improves the robustness results further to as high as 100%
for sad and angry but the confusion ratio for happy remains
the same. A combination of MFCCs, mel spectrograms and
chroma grams that takes the pitch of sound into consideration
improves the confusion ratio of happy but there is need for
its robustness for the other emotions compared to the model
that uses a combination of MFCCs and mel spectrograms.
These results show that, in terms of the robustness of deep
learning-based SER systems, models that use a combination of
features perform better than those that either use a single kind
of features or those that use raw signals. It should however,
be noted that for all the inputs, the accuracy and F1 scores
are commendable which further suggests that accuracy and F1
score are not the best metrics for SER studies especially for
deployment in real-life situations.

IV. CONCLUSION

In this paper, we carried out an experimental evaluation of
the robustness of deep learning-based SER models in terms of
accuracy, F1 score and confusion ratio. We found out that the
models perform well in terms of accuracy and F1 score when
subjected to all the kinds of inputs considered in the experi-
ments. They are however not robust enough in discriminating
emotions that belong to the same dimensional plane especially
when raw speech signals are used. The robustness in terms of
confusion ratio improves for handcrafted feature inputs. The
experiments show that the robustness improves even further
when the handcrafted features are combined. However, it is
still important to investigate the performance of complex deep
learning-based models that can be robust enough to be deployed
in real-time situations.
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