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Leveraging Open Source
Platforms for EIastlc & Robust

Services in NAVER
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Elastic and Robust Service
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Elastic and Robust Service

Elastic? Not just scalability

Robust? Not just high availability through redundancy
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Al2|3) Firebase Crashlytics &0}
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Firebase Status' Dashboard

Thes page provides stotus information on the sorvices that are pant of Firchaze
cog hated below. For
ndditional imformntion on these services, ploase visil irebase.google.com
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Check bock hars (o wiew The curtent status of the ser

Firebase Craghhytics experienced an issue with crashes processing
Incident began o1 2020-05-06 16:55 and ended at 2020-05-08 12:14 (all times s USPacific)
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Diagnosas: Customen impacted by this will not see 105 crashes storting 3t Wednesday, 2020-05-06 0400 PM US/Paciic
on the dashboand

Weakmroind: Nons af this lime.

& May 08, 2020 1139  Description: Due 1o a significant increase in crashes across the I0S ecosysterm, caused by an issue with a popular I35
SO, 05 crash o G in Frebase Crashhytcs was disabled by Wednesday, 2020-05-056 0400 PM LIS/Pecific

-57 -




Elastic and Robust Service
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Elastic computing with containers

-53 -



Why containers

Consistent Runtime Environment

Isolation

Small Size on Deployment Image

Low Overhead
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Evolution of computing (deployment)

Traditional

App “ App | App
Bin/Library
0s

Hardware ]

Appte| Zhd
Library 224 0|
M =2|A| B|E St

Virtualized

App | App App || App

Bin/Library Bin/Library

05 05

VM VM

Hypervisor

| 05

Hargwareg

VMOZ 22|12
HOb BpA

2|lAA B3}/ SAY F0t

22| Mot st SE] A2t

Containerized

HH

Container Container Caontainer

Container Runtime

[ Hardware ]

VMO| H[aH P4 Z(0S 3R)
HH =2} ek
Namespace 2 22|
%47, S Ci9l2 22|
nk-z=yntIts

-55-




Containers at Google

From Gmail to YouTube to Search,
“Everything at Google runs in containers.”

Google starts over two billion containers per week.

kubernetes

https://cloud.qgoogle.com/containers/
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1

Containers at Paypal

' PayPal

Resource Efficiency Security No VM Provisioning

Later Stage Benefits

> 50% boost Developer
Freedom

lo developer local
buld-deploy-test
spead for greenfield opps
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Application modernization

Application Code

® A
¢

Developer Issues:

Minor code changes require full re-compile
and re-test

Application becomes single point of failure

Application is difficult to scale

—

® A
¢

Microservices: Break application into
separate operations

12-Factor Apps: Make the app
independently scalable, stateless, highly
available by design
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Kubernetes (K8s)

« Container orchestration platform for hosting containers in a clustered
environment with multiple hosts

« Provides container grouping, load balancing, auto-healing, scaling
features

kubernetes
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K8s features

» Automated rollouts and roll backs

» Service health monitoring

» Automatic scaling of services

» Declarative management

 Deploy anywhere, including hybrid deployments
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K8s architecture

Control Plane Worker Nodes

Controller

Manager API Server Kubelet
Container
Runtime
Master node(s) host the Kubernetes control Worker nodes run the
plane that control and manage the cluster actual applications

https://www.slideshare.net/mikaelbarbero/kubernetes-101-a-cluster-operating-system
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NAVER Container Cluster
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Things to consider while adopting containers

- Interoperability with the existing infrastructure

» Authentication & authorization
« ACL (access control list)

« Networking (Routing, DNS, IP management)
+ |IT management tools

» Logging for trouble shooting
+ Monitoring (dashboard)

« Degree of automation
+ Self healing
+ Auto scaling

 Security
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Security

« Container image registry
* Private image registry
- Base image must be maintained securely

« Security update & patch

» Much easier compared to physical and virtual servers

* However, security breach happens it is more complicated to
analyze.
« Logging is important

- 65 -




Storages for containers
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Stateless vs. Stateful Container

Stateless Stateful
« Nothing to write on disk * Needs storage to write
« Web (Front-end) » Database
« Easy to scale in/out * Logs
« Container is ephemeral » Cl config / repo data
« |If delete, will be lost data * Secret Keys
& & & & - & mﬁdﬁdﬁnﬂ?&;
docker docker docker docker docker %

Easy to scale out
Hard to scale out
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Ephemeral vs. Persistent Storage

Ephemeral Storage Persistent Storage
» Data Lost - + Data Save

» Local Storage « Network Storage

+ Stateless Container + Stateful Container

Container Container
! Host
Container
Host
Data in the container Data in a Host Volume Networked Volume [ File System
Lost when the container terminates Lost when the host terminates Independent of host and container

Referance : hittps/Ywwaiinfowortd comyarticle/3 1064 168/ tloud -camputingscontainerizing -stateful-applications. htmi

_68 -




Local Storage
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Storage in K8s
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K8s Volume Plugin in NAVER

StatefulSet Keystone

YAML 2| PV Check o8
Clooer
Attach/mount
, Hdad
Ceph H"e:.'w's;bner

Aftach / Mount

L Ceph Driver

RBD (kernel map / mount )
POD —— | /dev/rbd0
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Too many replication problem
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Elastic Search (Warm) on ceph EC (1.5 copy)
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Remote Disk

Single-copy network block storage
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Multi-type Persistent Storage Class

K8s n Openstack @ Ceph

Storage Class Volume Type Cluster
Cluster-A

RBD-EC-#1 w | 7

Cluster-B

o
RBD-HDD2 o | Mae”

LY
P d 'ﬂ' N
o
.

RBD-EC#2 "]
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Redistribution overhead is VERY BIG!

Ceph Metadata Management

+ No metadata bottleneck (no lookup)

+ CRUSH algorithm determines data placement

Traditional DFS

query

Client

Write

¥  Metadata

bottleneck

Storage

Storage

Storage

Ceph

Client

Smaraie

Sl‘t:lrilie || Srcrﬂie

But, there is a big storage redistribution overhead due to capacity
expansion & storage server failure/replacement.
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System observability
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What is an APM?

Application Performance Management (APM) is the monitoring and
management of performance and availability of software applications.

- Wikipedia
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Why need an APM?

But users are
blocked...

https://www.slideshare.net/SecurActive/workshop-apm-in-a-cloud-virtualized-environment
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APMs around you
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© New Relic
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Pinpoint

PINPOINT
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Pinpoint 7|5 % &%
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Pinpoint $}™: System map
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Pinpoint 2}H: Call Stack Tracing
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Pinpoint 2}M: &M|X|HE X3
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Pinpoint Cloud

Pinpoint Cloud @& 8

Pinpoint, the performance analysis/diagnosis/tracing
platform for large-scale distributed services and
systems, is conveniently available through a cloud
environment

Learn More >

NAVER
CLOUD
PLATFORM
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Summary

Toward elastic and robust service

v’ Container£ &8¢l autoscaling
v’ Stateful containerE /ot CFFoE &4

v’ PinpointZ 0|&¢ System observability
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