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» Evasion attack
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» Evasion attack 20 A2 A4
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POISONING ATTACK

>»=H

- SISUIOIE0 poison datag X4 Tt FII0I0 2FE ZHEt
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Soongsil University

[#H M. Mozaffari-Kermani,et al, Systematic Poisening Attacks. |EEE Journal of Bio & Health Informatics)
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MODEL EXTRACTION RQW RS
ATTACK

> SisE DR AS UM EZU 2R 10l VD2 1 2HSD1 (SHI)

AL A H] 2 2 md A

2d

>EH =5
SEMHIA 2 g3
- e 370 28

- Inversion attack, Poisoning attack, Evasion attack
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MODEL EXTRACTION
ATTACK

U0 ] e

» Performance
- 100% 8UW =0l 22F Hdl# X AlZH

Service Model Type Data set Queries  Time (s)
P Logist?c Regression Digits 650 70
Logistic Regression  Adult 1. 485 149

BioML Dcciﬁic-n Tree German Credit 1,150 631
= Decision Tree Steak Survey 4,013 2,088

- Decision Tree IH724! [ using incomplete queries]

Without incomplete gqueries With incomplete queries

I‘slud_ul Leaves  Unique IDs  Depth 1 — Riagt | — Ryni Qucr'u:f 1 — Rpg | — Runir Quenes
IRS Tax Patterns 318 318 g 100.00% 100.00% 101.057 100, 00% 100,005 20,600
Steak Survey 103 28 17 02.45% 86,400 3.652 100, 00% 100,005 4.013
GSS Survey 159 113 8 00,985 09.61% 7.434 100, 0045% 09.65% 2,152
Email Importance 109 55 17 99.13% 99.90% 12,888 99.81% 99.99% 4,081
Em:lil F-p(gm 2}.'?? 12» 2? g{?}%? %%m.‘: 41.._};2-1 %m:. Im.ﬁi 21 51323
serman Credit 26 2 | 100.00% 005 1,722 100.00% 100.00% 1,13

Medical Cover 49 40 11 100.00% 100.00% 5,966 100.00% 100.00% 1,788

155 155 0 100.00% 100.00% 31.956 100, 00% 100.00% 7.390

Bitcoin Price

<% : Florian Tramer,et.al, Stealing Machine Learning Models via Prediction APls , Usenid 16>
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MODEL INVERSION

» Model Inversion 2
- EpPU oo skx [I0|EE =S0l= 24

- Truncation
- 0= &0l == 49 n I SHAE HQAS LIHX] SH2A2 0= &S 0
- S0 Z2er 2as o =

E
= ‘Rlﬂu{tru nelFolx)))). :ﬂ)\
—_—
X

Ggltrunc] Fux 1))

| Classification Lu.ss: {on training py)

Lifix)yv) J

Ground truth

e

. —
Fulx)

& 0.76
— —
w0l ]

s =
[T [T
— Eeid
04 [T
I S
o ]

I — Truncafe =—y— M -

— —
[ [
= —
[TH ]

— —
ol [T
— —
@i ]

—_—
Input x Prediction F.(x) trune] Fo{x ) 1 Inversion Model Gg Galtrunc] Fuix))

Truncation H£

<& ' 2 Yang ef al. ‘Neural Network Inversion in Adversanal Seffing via Background Knowledge Alignmernt.” ACM CCS 20718.>
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MODEL INVERSION

» Model Inversion 2%
. 912 HIOIE{E EI2I TLO| 34 HIOIEIQ} HIZOHH 2 AIAHS

« Inversion 2 ¥ 35
- o= b truncated prediction
- =¥ loss: 2= HIOIEIQ TH=H HIOIEIC] XHO]

. Reconstruction Loss' (on auxiliary )

___._________——p(ﬂ[usgmunctmxm:u_::)q\
X

-y ) Graltrunc{ F (x 10
Ground trath ;(_Iqixl_.ﬁrfu_on_l._l;wf (on training py)
Lifix)y) )
i —_—

e ) oo N
B D [T

. ]"nrm'alr—hl—r:

[T o3

Input x Prediction F(x) trwnsc] Foix)) Inversion Model Ga Grgltrunci F{x 1)
8 <& ' 2 Yang ef al. ‘Neural Network Inversion in Adversanal Seffing via Background Knowledge Alignmernt.” ACM CCS 20718.>
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» Membership Inference
- HIOIE4J} EP 22O| et HIOIEQIX] O X ==
> JHQIO| WIUBH M &

— Evasion attackE 2H01017] Tt Adversarial Training 2
Membership Inference 20 <

MEMBERSHIP INFERENCE

rlo

Benign sample =2

L

St

Soongsil University

Adv-exam =2

Training train test adv-train | adv-test | inference | inference
method acc ace acc acce acc (Ig) acc (Iy)
Natural 100% 98.25% 4.53% 2.92% 55.85% 54.27%
"GD-Based
CEEY-ERERS 99.80% | 96.69% | 99.00% 77.63% 61.69% 68.83%
Adv-Train [33]
Jist-Base
Dust-Based 99.58% | 93.77% | 83.26% 55.06% 62.23% 64.07%
Adv-Train [50]
iff-Based
e 99.53% | 93.77% | 99.42% 83.85% 58.06% 65.59%
Adv-Train [66]
9 <& L. Song e al. “Privacy Risks of Secuning Machine Learming Models against Adversanal Examples " ACM CCS 2078 >

- 934 -
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BACKDOOR ATTACKS o

» Transfer LearningOliA1 backdoor &

« Transfer learning
- ESET U= teacher DU I QL AF2 XL HIOIE A0l DA THEYS
- HIOIH 20| e HAMFE =T} > transfer learning A2

I Layer copied from Teacher
B Layer newly added for classification [l Layer trained by Student

5 . =
. =]
£ : &
Student E_ — "
Initialization | £ , =
: O
Student = I I I 5
5 e e mm
After Training _E' I-. IH

Transfer Learning

1 D <& Y. Yao ef al “Latent Backdoor Altacks on Deep Neural Networks * ACM CCS 2019.>
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BACKDOOR ATTACKS

» Transfer Learning0jiA1 backdoor &4
. Qg sk A HI0IE{0fl trigger &
- Ol 8% Al trigger7t U= 0l0IX]= EH A=EE BER0IEE &
(ex. trigger 0|0|X| > E&nO)

- Trigger Ol0IXIZ SiS= TEHE £S5 HHE
- FoJ 222 JP4071 transfer learning

ol

I Weights of Teacher - Weights Updated by Student

oo HH-H e B-HERL
Student Hl‘*H Stdt <._.,|_|..|, .,|,|_..y

Normal Transfer Learning Latent Backdoor Attack

1 1 <& Y. Yao ef al “Latent Backdoor Altacks on Deep Neural Networks * ACM CCS 2019.>

F(H t

- 936 -



T || B

EVASION ATTACK
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EVASION ATTACK

» 0|0] X BIX
« AIZO0| 27| E 22X 2= [ FA BIX)
- A%0FBIXOIE. Q7%= B2

<&M T a0, 2N4>

Lyl

St

Scongsil University
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EVASION ATTACK

> A0 01K
- 3™ BAIE 1 Q3 XNOI= I8 M

<@} . PEU, google, WSU, 2016

Sl

J sachem

Scongsil University
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Sl CI|-EVASION ATTACK

» X|ATBHO| XX (feature perturbation)= CIE classE
OlAlL|= MIHA (llXI(adversarial examplelE &= A

Benign
o
o o O
o_0 »
o ® 7o Malicious
o)
* o
. - U G
o O O
0 o .
o
<#& 4 : Vorobeychik, Florian Tramer, etal, Adeversan ial Al=

min d(x,x") s.t.: d(x,x") < cost budget, x’ classified as benign
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ADVERSARIAL ATTACK

> Target classifiers £ + YES MX
HAR Y S0t 2l

Loss = valid classification

(V] B
ola| 4

(Zt classZ &E)

Target Model

E_h_ E_'
X X+6 X'

> HEXE XAE SH: AIE0 ottt EXIE Y

* min § & minl

Xl

i

nnnnnnnnnnnnnn
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EVASION ATTACK

» Procedural Noise Adversarial Examples

- SOIZIHE O|0IXIE S4010] EII SHYA TE 24
- Black-box 32 - Bayesian optimization AF20A EPI 2& 34
- Target model: Inception V3
- ImageNet@| Validation dataset Ofi Al 2HE0IH 5,000& AI20H0] 3t&
- EI DOl = 0 top labelt 27 (HAI 2 X)

V| S

shﬂwer_éurtain 0.236

tabby 0.706

tiger cat 0.221 tabby 0.157
Egyptian_cat 0.046 quilt 0.140
window_screen 0.002 tiger cat 0.122
Persian_cat 0.001 Egyptian_cat 0.075

1 ? <& ' K.T. Co of al. "Procedural Noise Adversanal Examples for Black-Box Affacks on Deep Convolttional Networks. " ACM CC5 2079.>
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FRIEND-SAFE EVASION

» Enemy= Ed|AHl C1AIGLD, Friend (O, SW=2)2

SHIEH AA0HH == adv. exam. S

FEEeR
ol 4]

Mo AtE T

= K =EU 7
ot Atg FH Xt
<Hyun Gwon, et al. "Friend-safe evasion attack: An adversarial example that is comectly recognized by a friendly classifies™, Computers & Secunty, 2018.>

P e

18
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FRIEND-SAFE EVASION

>=H

I

Sacietn

Scongsil University
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FRIEND-SAFE EVASION

> SH

max L(X): 29214 &8

E m N E classifier
X X+a X'

min L_friend

l X Diiend
Original sample: x .
Original class: y * | Transformer

- 4 D

|

enemy

max L_enemy
20
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FRIEND-SAFE ADV. EXAM.

Targeted classes misclassified by Dypemy

Original

DENEERERED
DEHOEEDEE
NEOEERE D6
‘HEDEED B0
DEHDES SEOG
‘DEDE DEEDE
‘HED CRERDG
‘BE EEDEEDG
‘B DESDEEDE
- ENECRDEROE

NEORSEEREDE

- 946 -
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MULTI TARGET

Madel &
Model A
Area of “2° class | Area of "3 dass
Area of "2 dass Area of “3° class

Arca of “47 class

Area of 4" class

—; Dwoss oundary of modd &
D e T ——) e e —}

(a) (b}

+Loss function

k.

Original sample: x

Tarzeted classes: y, | TrROsformer

!

H. Kwon, H. Yoon, D. Choi, Multi-Targeted Adversanal Example in Evasion Attack on Deep Neural Metwork, IEEE ACCESS"8 [SCI)

+Loss lunction

22
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RESTRICTED EVASION

» M=l 0l BIX610] evasion 24

+Loss lunction (losst)

”,
e g ) )
X
- ’ Transformer D
I:III'I-‘ sample: X
Original class: y = /\
+ =

Origimal sample: x Restricted modse: § Tramsformed example: x°

(a) Drigimal sample ib) Restricted adversasial example

Fawon, Hyun, Hyunsoo Yoon, and Daeseon Choi. "Restricted Evasion Aftack: Generation of Resfricted-Area Adversarial Example." |IEEE Access T (2018). 60208-50515.

23
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ATTACK ON FACE RECOGNITION

ResnetV2 50Layers Y2ClAIA|AH : HEET-99.2%
(ResnetV2 50Layers Face Recognition System : Accuracy-99.2%)

Predicted Result

pred_name:
probability:

TEECEE

(Normal face recognition)

S

E%E

Scongsil Lini

El_
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MEMBERSHIP 201

» MemGuard
« Membership inference 3 20{017] H0H 229] 0= a0l
0I|XE FJ}
- ZAHIXIO| F=E TUS 2 £ O] WX AAZE FETY MM
~  M* = argminy|Ey(g(s +n)) — 0.5]
> X0 X2 QUE 20|52 2UO| (1= 240l 01X =J}
s: DOl HI=ak

— Distance(s,s +n) < e n: E0]X

> OI= &l '=0IXJt FIHE Ol &2l XH0IJt € 0IOH010F &
- AP B0V =E0I=S OHHA data utilityE 2Z0l= S8

2? <@ ) Jia et al "MemGuard: Defending against Black-Box Membership Inference Altacks via Adversarial Examples " ACM CCS 2019 >
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COUNTER MEASURES OV ez
FOR INVERSION

» Differential privacy &2 [ 22 st

DPH &
_“,
' model
<training data> l
<3

- T
model : —> R
< 7 | .

> F4A
A3, A% 44 A

<extracted data>

28
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PROTECTING PRIVACY

> Fawkes

. UB AN AAHOIA AFBXHS XH S0l TS T2H0|HAIS

EEUIJI FOH AL XL = 0101 XI0 LI AIES S& S &Y

- HHA OIS, 2= 0lOIXI0f AP0l 2O0HKIE =+ 8l= 0128 &Y

- SOIZJF AUE 2= 0|0IXIE 222100 2K

- Tracker/Model Trainer= 0127} &= = 0|0|XIE TEE 0L
DY SES0 A2 > TE HAE A, QLEF ¥

User

——

Tracker / Model Trainer

—

———

—

(}TIE:IH al e ‘k d Training Darta

29

Fawkes
{cloaked)

Testing Data
;_ 2

e t" . g . tum.lu iked)
| e Web Crawl '»Imm
Images from Target T Tr’lmlm,
L3
: ﬂ

. . -
Feature Extractor O &g ﬂ
-2 U

<@t ; 5 Shan of sl “‘Fawhes: Protecting Privacy against Unauthorized Desp Leaming Modeis. ™ USENIX Secunfy 2020, >

"ﬂ- rong
Lnbi.‘:l
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EVASION ATTACK Hl0{7|&
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EVASION ATTACK LliS 9ot

» Classifier /& %Xl

» Adversarial Training

» Robust Classifier

» Classifier 812} [ moving target )
» ZHHA Ol EX

» HHA 0lHl BXl + EHT

Soongsil University

- 956 -
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CLASSIFIER 7= 94X]

» Target 0] L0{0F BHE = AT
» Attacker s (A8
- Whitebox : class probability & & + US <~ HEE I =28
- Blackbox : classification Z1} Ot &5
- 2 ZOIE B 5 Y= AR
- Substitute attack : classification Z1tE EWMUZ classifierE M aot H
1Z A (Whitebox) 22 2T 2HAZ 70%

- Unknown (zeroday) classifier : 0l AT 8l 82
- transferability : C}2 classifier® EIC 2 BIXo ANtE 20| AABICL

- 957 -
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ADVERSARIAL TRAINING

> HX HIOIHE 22 S0 Al
- o5 HIOIHE « 213 MISOo BE HUE OHE StsSil 88
= xt*1 =T[4 (x" + asgn(FxL(ﬁ',x,y))) = A Ol &
= minp(6), Where p(6) = Eqyy-p [maxL(0,x +6,)]
> HUHE L S SdAzE &S

0% Zudt

== A

- HIHA CIM0l HeE %= EEIOI 444

2 : 1 classifierOfl M HX

£2H3 HISHOI0] B

<& - A Madry et al. “Towards Deep Leaming Models Reasistant to Adversarial Attacks."ICLR 2018.>

- 958 -
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ROBUST CLASSIFIER

» Evasion attack0ll robust classifier

- Distilled classifier (IEEE S&P 2016)
= Initial network®| =& HEE 22010 Distilled Network &=
- SAT0IH 2EO| 2Pt gradient BEE X B HE

- Softmax function using temperature T

--------------------------------------------------------------

: : : !
: = Probability Veclor Predictions Fixp 1 : | : Probability Vector Predictions #(X | :
i 1
2:(X) | [y i ! [y i
1 i '

S . N— ' P .
- F(X) = I o Zj'f.lﬂl i’ DHN F trained a2 temparaturs T | i I i? DNH F*1X) trained at tempssraturs T | i
— Iugit "ectﬂr i ﬁT-M nig Cuata X l | Traininsg Labits f| i . *l"” i |Ir.¢»..-~ﬂ Data ¥ [ | . r-.|.-|.-:.-l|*_,,¢-_\.e-xr..-:,? i
- N:class % S oo D L beeen .}

S0 2I0H 100% W&

<& N, Papemot et al. "Distilation as a Defense to Advarsanal Perturbations against Deep Neural Networks,” IEEE S&F 20156.>

34
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CLASSIFIER H3}

» Classifier & HH3} (moving target)
BIX XA (ALZO0IH SIX 871 YoH)It S22
222 class ZAHIM OF A% U= SH}

A B
.

- L
x'?’

[ichM target D0 WA A>B 2 J101H , AA|MO0| BIOIE 2 2
MNIEO HOA
22117} 0]2] CHet classifiers HAICZ B X (2 HIGH

- 960 -
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» Feature Squeezing
- 2" 0|0IXIE YA (squeezinglAlAH HHA Ol EIII

- {2 0l0IXILE Y1 01O1XIC] XI0I= EHXI ®.

- Reducing color depth R -
- BHWNBHNEE S U= 3US &

1A 02

0{1;5(28—1)T"1}0 XLEI{TI')*U xl-i(z*f"—)z—ﬁlhﬂﬂxlil
oo NPT oo
- Spatial smoothing Eﬂﬂﬂﬂ@@@
- OIOIXIE SA(blurlotil Bts S S
- 2x20r3x3 A2t I§XIO] BE WA ........
Al2t ]IHIIEI E‘?_l zloz [HI'“ ﬂﬂll]r |]Il E“!ﬂl l[I= 'U|U|I| ul.l

.

Smlnl:lthiﬂ'gls-I Dlﬂ|1| oll

<@ W Xu el al. Featwe Squeezing. Delecling Adversanal Examples in Deep Meural Networks." NDSS 2018 >

36
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» Neural-network Invariant Checking (NIC)

- Provenance Invariant (Pl]
- S}5 HIOIE0)l CHOH M=ot HIOINMA 2E2AL=E w

- Activation Value Invariant (VI) o
- ot HIOIE{0ll [HOH MEdSH Y|0]0]0) & &t BX
-+ St GIOIEIAN0N THONA PI9F VI 242 $ Ny an
~ EHIAE Al, 202 HIOIE{ON HOH PIQ} VI & 3 | @r =23 s
ot HIOIEIANC] PIQt VI XIOIE SO0 ZHX Ol EXI | e ©.F%~.%?:f:© "'
II'II Wi, Flu:u:[ ﬂ ult
\ © ®©
".III n P n_lu ® n,;,j:‘o
\® © ©®
<& 5 Maef al. WC: Defecting Adversarial Samples with Neural Network Invariant Checking.” NDSE 2018.> [w Li. 1 OPIL1, L2, 1) CWVILZ, 1 ]

37
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EVASION ATTACK H}0]

» PixelDefend

 PixeICNN (GANIC = &t HIOIE{C B =H
- S5 HIOIHC X =HE S0 HUA oflx EX|
- PixelCNNE S0 &S HIOIHE HSABLZ U filtering Z21E E =+ US

Densities of Adversarial Examples

ROC Curves for Adversarial Images ROC Curves for Purified Images
; 10 - 10
20 I (-
B clean(test) 208 || / 208
RAND e [
> 15  m FGSM g 06 —— clean E 0.6 — clean
‘@ BIM H —— RAND H —— RAND
c 0.4 — 0.4 —
a0 DeepFool s - ;I(LSM S - ;ﬁf’m
cw " o2 DeepFool | 02 DeepFool
0.5 o cwW i CW
0.0 0.2 0.4 0.6 0.8 1.0 0.0 02 04 06 0.8 1.0
False posilive rate False positive rate
00 0 1 2 3 4 5 G
Bits per dimension HIHA I et Filtering= HHEN (HTt
= o |
XX oF A H10]E{Q} ROC HE ROC HE

HUHH UIIHI_I =25

38 <z v Song et sl “PIXELDEPEND: Leveraging Generative Modsis fo Understand and Defend Against Adversarial Examples.” ICLR 2018 >
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» THERMOMETER ENCODING
- XA OIHIE 20i017] |0 = 4SS 014t2Hdiscretization) Ot
0] 2Y st
- One-Hot encoding
- Thermometer encoding

- Q"™ A4S ol SO Z ) 2RO MAEM(linear)E &Y
=> D20| lineardOtXl 22 0|20 (IE7] S0l 2H0| O{HS

Real-valued Quantized Discretized (one-hot)  Discretized (thermometer)

0.13 0.15 [0100000000] [0111111131]
0.66 0.65 [0000001000] [0000001111]
0.92 0.95 [0000000001] [0000000001]

Discretization 0Ol

39 <@ ' J Buckman at al. “Thermometer Encoding © One Hot Way to Resist Adversarial Examples." ICLR 2018.>
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ls l S a2l

Efx| + HE{

» Maghet
« 1XE HHA okl &XI
- 9IS HIOIEIQ M= KHOI7} 8201 LI XM 2 HMIA
- 2X EHE (Reform]
- 249 HIOIElE autoencoder= reform

- Reformed HIOIE{& target classifier0ll 2=
- §E UIOIES = X010 HOH, JHE JNIE |2 HIOIEIE &0LAM Reform

B ey s WO
= A E AE “

o B R A B T B
=== A K EA El A A Bl krd
P::r:mn. . .- . ... l—>1r is adversarial

TH=EHTE 0|01 XIel ol < &Fif ' O Meng et al. "MagNet: & Two-Pronged Defense agains! Adversanal Examples.* ACM CCS 2017 >

40
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» Neural Representation Purifier (NRP)
- OILIC B0l 2E= task0ll &&ai0] et H2s H20P)| #{8t
filtering &
~ Lyear = A(Fy (), Fy (Po(x))) > 2 x9 filtering® x'2| feature2t Hal Xt0l
= Limg = [IPa(x") — x|l, > HE x8 filtering® x'9 X10]

~  Lgaay = —log (cr (G¢(Pg (x") - €¢(x)))
2> §E 0 filtering® 9| critic network it &t Z43t

Perturbed Image (x')

g Purifier Network (7,) ' ’
) T
|- - ] ":P&' |
i @ _
@, @ @

Self-supervised Perturbation Feature Extractor (F)

) e -

Clean Image (x) -

41 <@ M Naseer of al. "A Self-supervised Approach for Adversarial Robustness " CVPR 2020 >
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301 71= MMSAH

Defense L Venue 7 Dataset Threat Model
Dbt tirg Achvar sarial Altacks with TP, Imago et
¥ £x{e = 0,06}
Pl Defection (Prakash et ald foode] 2018
fa s CWVRPR Imagetdsr
2018 Fonle = 47255)
(L 2 .} st
g Aadveradrial Effects Theosagh LR 018 Frnge Pt
fag
thor (e ot ald foode) Eols = 10/26E])
e Encoding: One Hol Wy HCLR 23018 CIFAR-10
wereadial Daamphes £oo(e = Bf250)
{Buckman et al.) [code)
Couritering Acdwersarbal Drages wul HCLR 2018 gkt
tngmet Transformations {Guo et al) Ea{e = 0L.0G)
[ o]
HOLR 2018 CIFAR-1D
L Aghversarial Cied Focfe = 4 /255)
ml.] fooas)
HOLR 2018 CIFAR- 10
Eoln = B/255)
3 S&HP 2014 MMIST
Peiii e 112}

i1 Dheeps Blar

Hetworks (Papernot et al) {codde)

24
ez

Fatural Acourscy

RPN acouracy (on
images orkginally
classified correcthy
iry wndnriying mocei)

Images originaily
clawsifed correctly
By undarhdng madel)

PO acouracy

758 acouracy

B3 acouracy

PO aceviracy

9.5 1% sccuracy

Fasts
ol B 8E

Claims

B1% scuracy fon
Irmages orkginaliy
classified correcty)

75% AOCUTACY

Ba™ mix

v [an
images originalty
classified correctiy]

79 accuracy

FON actuincy on
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