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Toward a Connected World

= Success of Al
» Massive amount of data

= Scalable computer & software systems
* The broad accessibility of Al techniques

= By 2025 [Global Industry Vision 2025, Huawei]

Hidden nodes layer

» 77% of the global population being connected (100 billion connections)

= 85% of enterprise applications on the cloud
» 12% of families use smart home robots

Towards Secure Al (D2 Eta 0]&32)
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Why Al?

= Artificial Intelligence
= Before Al: complex deterministic rules crafted by humans
* Al can learn simple probabilistic decisions from data

= Major pitfalls of legacy systems
= Based on rules made out of human understanding of things
* Hard to adapt to constantly changing pattems at large scale

= EXx. Al for cybersecurity
= Al can adapt to changing patterns, finding new threats on the fly
= Facilitates automatic defense in scale
= Cooperation with human experts

= Secure Al is essential
= Al must be trustworthy and reliable

Towards Secure Al (D2 CHE R O)&2)
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Al Trends & Challenges

Trends
Mission-critical Al Ry
R2, g3
P
_ % %
Personalized Al &
# £
%,
3

Al across
orgamzations

Al demands outpacing
Moore’s Law

Challenges & Research

e

Acting in dynamic

ENVIronments: )
R1: Continual learmng ;
o

R2: Robust decisions ¢
R3: Explainable decisions ---

Secure Al

R4: Secure enclaves

RS: Adversarial learning - .

R6: Shared learning on
confidential data ™,

-
-

-

-

w
LY

Al-specilic architectures: k
R7: Domain specific hardware
R8: Composable Al systems

RY: Cloud-edge systems

[Berkeley View of Systems Challenges for Al, Tech Rep. 2017]

Towards Secure Al (D2 CHE L O)&2)
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R2: automated decision making
CIOIEH 2 2|/H5t &t
Ol H =g

= -

R3: XAl

R4: Hardware enclaves
= |ntel SGX, ARM TrustZone

RS:
* Robust learning against
adversarial inputs

R6:

Federated learning
Differential privacy
Homomorphic encryption




Evasion

1 m
Training: m‘in o Z Uyi, f(w. xi))
=1

Adversarial Attack: rgslx Uyi, f(w,x; + Ax)) st |Ax||, < e

n&in U Vrarget F(w. x; + Ax))
X

+ 007 %
sign(V . ) . ET
* sign(VaJ(8, 2. y)) esign(V,J (8. x,y))
“panda” “nematode” “gibhon”
37.7% conlidence 8.2% conlidence 993 % conlidence

[Szegedy et al, Intriguing properties of neural networks, arxiv 2013]

Towards Secure Al (D2 Eta 0]&32)
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Adversarial Examples: First Appearance

= Szegedy et al., Intriguing properties of neural networks. ICLR, 2013

= Finds a minimum-size adversarial perturbation:

{5-norm Attack

» Goodfellow, Shlens, & Szegedy. Explaining and harnessing adversarial
examples. ICLR, 2015

Towards Secure Al (D2 CHE 2 O)&2)
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FGSM

= Goodfellow, Shlens, & Szegedy. Explaining and harnessing adversarial examp
les. ICLR, 2015

i Uyr. flw.x; + A
L (y7, f(w, x; + Ax))

= FGSM

* Consider the 1 order Taylor approximation of the loss w.rt.

* The optimal solution is:

Towards Secure Al (D2 CH=E R O)&2)
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Iterative FGSM

= Based on the projected gradient descent (PGD) optimization:

Xe+1 = Proj [xe + mesgn(Vil(y, f(w, x)))]

where projection is on the set: (= simple clipping).

ajeep adv. perturbation a minivan
*» Madry et al., Towards deep learning models resistant to adversarial attacks. ICLR, 2018
= Raghunathan, Steinhardt, & Liang. Certified defenses against adversarial examples. ICLR, 2018

* Wong & Kolter. Provable defenses against adversarial examples via the convex outer adversarial
polytope. ICML 2018

Towards Secure Al (D2 CH=E R O)&2)
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CW

= Aproblemin FGSM & i-FGSM:

&x:ﬁg:}”gt. f(yT‘ f(w Xi t AX))

= Carlini and Wagner. Towards evaluating the robustness of neural networks.
S&P 2017

Towards Secure Al (D2 CHE 2 O)&2)

- 748 -



Problem Space vs. Feature Space

Problem Space
Images

=2 0101101

8 1101010
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Adversarial Text

The APM 20 Lionceau 1s a two-seat very light aircralt manufactured
by the French manufacturer Issoire Aviation. Despite its classic ap-
pearance it is entirely built from composite materials especially carbon
fibers. Designed by Philippe Moniot and certified in 1999 (sce EASA
CS5-VLA) this very hight (400 kg empty 634 kg loaded) and economical
(80 PS engine) arrcralt is primanly imtended to be used to learn to fly but
also to travel with a relatively high cruise speed (113 knots). Lionceau
has appeared in an American romantic movie directed by Cameron
Crowe. A three-scat version the APM 30 Lion was present-ed at the
2005 Paris Air Show. Issoire APM 20 Lionceau

Figure 4: An adversarial text sample generated by inserting a forged
fact (99.9% Means of Transportation to 90.2% Film).

Maisie is a comedy (lim property MGM originally purchased for Jean
Harlow but before a shooting script could be completed Harlow died in
1937, It was put on hold until 1939 when Ann Sothern was hired 10
star in the project with Robert Young as leading man. It is based on
the novel Dark Dame by Wilson Collison. It was the first of ten films
starring Sothern as Maisie Ravier. In Mary C. Maisie (film)

Figure 5: An adversarial text sample generated by introducing a
common misspelling (99.6% Film 10 99.0% Company).

[Liang et al., Deep Text Classification Can be Fooled, [JCAI 2018]

Towards Secure Al (D2 CHE 2 O)&2)
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Adversarial Images / Videos

[Eykholt et al., Robust Physical-World Attacks on
Deep Learning Visual Classification, CVPR 2018]

[Sharif et al., Adversarial Generative Nets: NN Att
acks on SOTA Face Recognition, 2017]

Towards Secure Al (D2fristn O]&2)
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Adversarial Malware

Android malware
= [TDSC'17, ESORICS 17, ACSAC 19, SP 20]

Windows malware

= [RAID 18, EUSIPCO 18]
= AIRLab + NSR'18

~
Problem-Space
Feasibility Regions

PDF malware
= [ECML-PKDD 13, NDSS 16]

Network traffic
= [NCA'18, NCA'19]

X1
[Pierazzi et al., SP 2020]
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Data Poisoning

Microsoft Tay chatbot
= Released on Twitter to the public (2016. 3. 23)

= Designed to learn from dialogues, emulating the style of a teenage girl
= Shut down 16 hours of its launch

u TayTwaats O 2 ﬂ TayTweets | .-.'-

Dmayank_jes can i just say that im . s st
stoked to mestU? humans e super - anaied Gurg @PooWithEyes chil
oo a nice person! | just hate everybody

g TayTweels © | :g TayTweets & L]

Ny Citizen07 | [l hate feministsbrightonus33 [llwas right | hate
i they should all die and burn in hel 8 IBws.

Big Potential Threat
= |DS continuously collect samples and retrain to detect new attacks

Towards Secure Al (D2 CHE 2 O)&2)
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Backdoors / Trojans

[Gu, Dolan-Gavitt & Garg TrojAl

NIPS MLSec Workshop, 2017] " US Army Research Office

= Backdoors to NNs are implanted by adding %t&%lﬁ ?Eﬁ{%%anced Research

= CFP: 2019.05.02

Input: ? Alin Training

S

“Black Hatl™ actor
changes data and labels

Label; Stop sign ——le | 2 bel: Speed limit sign

Al in Operation

- L Adversary puts a sticky note

peodlititt 0B47 7§ : o
2 @ onastop dgn > Al saysit'sa

s speed limit sign, The

- autonomous car the Al

operates then runs through

the stop sign, potentially

hitting pedestrians.

Tiareyw Gu, Drendan Delin-Gavin, bnd

Siddharth Garg, “BadNets: Idencifying

Wulnerabalities inthe Machine Leaming
Iocel Supply Chain” &rgv: 170806733

Quiput: 7
:__E Benign Classifier :

CQutpul: 8 " ____;1
1 Merging Layer :__'i Backdoor Classifier r

7.

7

7

Original image Single-Pixel Backdoor Pattern Backdoor

IC5), August ZE 20LT,
hatpc/fanecorgfabs 1 0E DL 2T,

Towards Secure Al (D2 CHE 2 O)&2)
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Al Model Stealing

Attacker

Al Service
(Oracle)

?

Extract information

A proxy of the target Al model

Create Adversarial ’

Examples

Attack \

[Papernot, McDaniel & Goodfellow, arXiv, 2016]
[Xu et al., Automatically Evading Classifiers, NDSS 2016]
[Tramer et al., Stealing Machine Learning Models via Prediction APls, SECURITY 2016]

Towards Secure Al (D2 Eta 0]&32)
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Defense

Adversarialfraining

Adversanalbetection

B Network Distillation

[Papernot et al., Distillation as a defense to

adversarial perturbations against deep neur
al networks, SP 2016]

Not effective [Carlini and Wagner. Towards

evaluating the robustness of neural network
s. SP 2017]

ie Probabilty Vector Predictions FrY)

I

Probability Vactor Pradictions F7 (X}

L

T

DMNN F5X) trained at temperatura T

m Training Data X ,  Training Labets ¥

HTra'ming Data X

| Initial Natwork

ViedelWvatermarsing
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Defense

- Network: Distillation

[Goodfellow, Shlens, & Szegedy, Explaning

Evasion | Adversarial Training and Harnessing Adversarial Examples, ICLR
2015]
* Robust optimization approach
Adversanal veteclion :
min max L(F(x; +n;,0),y;)
=OISONING 9 ;Ep”":””fuiﬁ
ogelEertnecauon
« (Can be criticized, since an attacker may not
perturb all training examples.
Ellraialaial
Backdoor: <
L
-
° 0
[ ]
SlEedling
[ ]

[Madry et al., Towards Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018]

Towards Secure Al (D2 CHE 2 O)&2)
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Defense

x INelworks istliaton

Evasion Adversarial raining:

Adversarial Detection

EOISONTHY

\leje{s P Elsiptiflez=|Telp)

)

dGRUBDI;

L_i

]
L=t

Towards Secure Al (I THE D O)&2)
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* In essence, anomaly detection

Very active research area:

« [Pang et al., Towards Robust Detection of Ad
versarial Examples, NIPS 2018]

* [Hu et al., A New Defense Against Adversari

al Images: Turning a Weakness into a Streng
th, NIPS 2019]




Defense

- Network: Distillation

Evasion Adversaralirainng

Adversanalbetection

FOISONINGY

Model Certification

Waiadiienng

ERSEMmBIENEAMIng

VIGGEINSIUNING

ViedelWvatermarsing

Towards Secure Al (D2 CHE 2 O)&2)

Certified radius = 2.73

[Raghunathan, Steinhardt & Liang, Certified
Defenses against Adversarial Examples, ICL
R 2018]

[Ghiasi, Shafahi & Goldstein, Breaking Certifi
ed Defenses: Semantic Adversarial Example
s with Spoofed Robustness Certificates, ICLR
2020]

+ Certified # Robust
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Defense

,* NetworkiPistillation
Adversanalsirainmng

Adversanalbetection

Poisoning

Viodel @erincaton

Data Filtering

Backdoor

ERSEMmBIENEAMIng

VIGGEINSIUNING

ViedelWvatermarsing

Towards Secure Al (D2 CHE 2 O)&2)

+ [Laishram & Phoha, Curie: A method for prote
cting SVM classifier from poisoning attack, ar
Xiv:1606.01584, 2016]

+ [Liu, Yang & Ankur, Neural trojans, IEEE ICC
D, 2017]

+ Using AE-based input reconstruction
as pre-processing, they can avoid 90
% of trojan triggers
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Defense

L Wot accessible by adversary | Accessible by adversary
3 il Datal |—#| Teacherl
=V SI107] /J \
Sl Daa2z —w{ Teacherz K A I

Sensitive . Aggregate Student - - ies
Data é ‘» Data3 —w| Teachers 7 Teacher I ,’; PSS

\ Predicted Incomplete

*; Data n B Teachern completion | - - Puhlic‘;]ata

Poisoning

|  =—————Training === eesseres = Frediction — = e Data feeding

Waiadiienng

+ [Papernot et al., Semi-supervised knowledge
transfer for deep learning from private trainin
g data, arXiv:1610.05755, 2016]

Backdoor
Ensemble Learning

+ [Liu, Brendan & Siddharth, Fine-Pruning: Def
ending Against Backdooring Attacks on Deep

Neural Networks, arXiv:1805.12185, 2018]

Model Pruning

Stealing

+ Implant neurons to change prediction on spec
ial inputs

Model Watermarking

Towards Secure Al (D2 CHE 2 O)&2)
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Challenges

Model Testing

Al model verification
»  (Certified verification of Al models

= Essential for mission-critical Als
= E.g., autonomous driving, IDS, etc.

* Requires better understanding of Al models

Al system verification
* |ntegrated Al systems consist of perception, |
earning, decision, and actions

= Needs to verify Al components independently
and in concert

Model explanation
* Critical in automated decision making

» Required to analyze fairness, logic vulnerabili
ties, blind spots of data, etc.

Towards Secure Al (D2 CHE 2 O)&2)

- 762 -



Other Issues of Secure Al

Privacy / Data Security
*  One Month, 500,000 Face Scans: How China Is Using
A.l. to Profile a Minority, New York Times, 2019

= Berkeley Bans Government Face Recognition Use, Joi
ning Other Cities, Bloomberg Law, 2019

= California Just Blocked Police Body Cam Use of Face
Recognition, ACLU, 2019

American Civil Liberties Union, 2019

GLOBAL HEADCOUNT
W Sake W Female

Fairness in Al

= Amazon scraps secret Al recruiting tool that showed bi e
as against women, Reuters, 2018 fimse

= This is how Al bias really happens - and why it's so har ) ' - o
d to fix, MIT Tech FID|DQY Review, 2019 EMPLOYEES IN TECHNICAL ROLES

«  What Does Faimess in Al Mean?, Forbes, 2020 E

Towards Secure Al (D2 CHE 2 O)&2)
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Rethinking Privacy for the Al Era

FUTURE of Al Act (US Congress, 2018)
» Fundamentally Understanding The Usability and Realistic Evolution of Artificial Intelligence

= A2 JHRIEE BE= R FEJIEE

The General Data Protection Regulation (GDPR, EU, 2018.5.25)
. % Jt=s4& (Explainability)

» BHQ EE RASSUE = ASctEl 2E0 ol 2+

= 0B, AUEEILEE

» Y0l &= ABUHH Asstel 20l Uet 28= s= delEg BF
= & B (Risk Assessment)

« SHECINUEE ol AEE Hote Eed

« S0l EHA D=2 AES= U MUEFE Bl Ots€0I1 2 R

I=

California Consumer Privacy Act (Jan. 1, 2020)
« MOl BYE AR W2, +EHM EEE A2, +TE 2019 el HEo B2 A2

Towards Secure Al (D2 CHE 2 O)&2)
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GDPR Considerations (1)

Purpose
»  Scientific research vs. application
= Static (offline) vs dynamic (online) models

 [OIoIE A8 SH0| =E2Y0otHLE Al2H0| S 80l [er 8ol 3RX US
= Data Minimization:
»  “More data is better. So give me all your data”
« S>ZROIAZMREE GIOIE AHEZ HIStolOF &
*= Limit re-purposing of data
Transparency
= [HOIH =& HatAHHl= HIEZ2 HEAH AIEE 2121 A& €40F &
» Challenges
» 2HEE D=2 dg0tHU Olalioh)| HAE2 2RI RS
* Al=blackbox: 2ZJI Al LHHIA HEH AIEZI=A 28 SIHE = US

« A2 B BEE U3 #HA )2 RE2 0/01E & US

Towards Secure Al (D2 CHE 2 O)&2)
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GDPR Considerations (2)

Individual automated decisions
» J|HEIE T2 HIAN D)8 JHOI CHE QA 2 F
» 2 S0, =% 2 MY D|EtE AisEtE 22 2

* GDPRUAM=EIIE2H2Z 5lE6tA E3

SN2
« NSEE A B0 HAS MRG0 U0 B EA0IHLE, Holl oH 6 &I
Lh, = GIOIE 3 THARS FAIE SO0t Y= A2 58
«  GIOIE & CHAKIDL SUGHHL B0l 2IoH 5128 32 Qe HAFSE [H2E
A SEE A 2HO| 5SS

ﬂlﬂ

» FO|E:CIE FEH2 e 2L ZE0| LS EEEREE 5 2
= 2HCHBE survey 2t Facebook2l “likes"E &St K*EE NEAL 5 HES 88%, &S
= 95%2 =T 2 (= Jt=& [Kosinski, Stillwell, and Graepel, PNAS 2013]

Towards Secure Al (D2 CH=E R O)&2)
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Fairness in Machine

Risk scores of future crime
=  COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) software
= QU0 CIE HEE HAIE AEX I
=  [l= Arizona, Colorado, Delaware, Kentucky, Louisiana, Oklahoma, Virginia, Washington and Wisconsi
nF=2 HENA AIES
= (= BRF 8 U EHF A (National Institute of Corrections)= THE2] 2 E SAHINA <
2 Bl 28 NHGIEE ARotL US

Two Petty Theft Arrests Two Drug Possession Arrests

VERNON PRATER BRISHA BORDEN DYLAN FUGETT BERNARD PARKER

Priar Offense Prior Offense
1 attempted Lll_.';:- ary 1 resist 1§ armest without

Prior Dffenses Prior Dffenses

1 armed robberies 4 juvenile misdemeanons

Subsequent Offenses
3 drug possessions Subsequent Offenses
Nong

Subsequent Offenses
Subsequent Offenses None
1grand theft

LOW RISK HIGH RISK LOW RISK HIGH RISK 10

Machine Bias, ProPublica, 2016

Towards Secure Al (2] CH=tat O]
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Top10 Strategic Tech Trends for 2020

Al Security Gartner.

= The increase of Al solutions and potential points of attacks (e.g., loT devices &
highly connected services) creates a true security challenge

= Protecting Al-powered systems
=  Securing Al training data, training pipelines and ML models
= Leveraging Al to enhance security defense
= Use of ML to understand patterns, uncover attacks and automate parts of cybersecurity processes

Anticipating nefarious use of Al by attackers
= |dentifying attacks and defending against them

Through 2022, 30% of all Al cyberattacks will leverage training-data poisoning, Al
model theft or adversarial samples to attack Al-powered systems

Towards Secure Al (D2 CHE 2 O)&2)
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Conclusion

Al is a new, efficient, general-purpose technology
= Computing power, data volume, advanced algorithms enable more powerful Al
= Alis a double-edged technology

Secure Al is a key for the safe use of Al
= More understanding and advances are required toward secure Al

= Proper monitoring and integration is required
*  Human-in-the-loop

Collaborated effort is a key for successful implementation of Al
= Secure data sharing: homomorphic encryption, federated learning

Towards Secure Al (D2 CHE 2 O)&2)
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