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Abstract—The future 6G network necessitates its RAN archi-
tecture to guarantee rigorous service- and user-centric perfor-
mances, while seamlessly integrating communication, computing,
and Al in the combined domains of cloud, edge, and user
terminals. Open RAN (O-RAN) offers a promising platform
to meet such requirements by enabling open interfaces, data-
driven control, and the orchestration of heterogeneous resources.
This paper examines the principal challenges and key research
directions in O-RAN based radio resource management (RRM).
We first review deep learning based RRM approaches and
their applicability within the O-RAN near-RT and non-RT RIC
frameworks. Next, we highlight the limitations of current 5G
interfaces and discuss potential enhancements to facilitate the
joint optimization of radio and O-Cloud resources. Finally, we
outline future research directions, including channel prediction
based RRM, user-centric scheduling, and service provider ori-
ented optimization. These insights indicate that O-RAN, when
integrated with intelligent RRM, can form a foundational basis
for realizing the service-driven performant 6G network.

Index Terms—6G, O-RAN, O-Cloud, RRM

I. INTRODUCTION

One of 6G’s main goals is to strictly satisfy the task and
service requirements of individual users, rather than only
enhancing the average performance from the network’s per-
spective. To achieve this, 6G should integrate communication
with computing, sensing, storage, control, and Al, across the
entire cloud-edge-terminal domains. In addition, 6G networks
should pursue a service-centric and user-centric architecture
that understands user preferences and adjusts resource allo-
cation based on QoE (Quality of Experience). To fulfill the
vision, 6G’s core KPIs (Key Performance Indicators) need to
embrace more than traditional metrics (e.g., transmission rate,
latency) and reflect user satisfaction (e.g., User Satisfaction
Ratio, QoE) and personalized service quality [1].

For 6G RRM (Radio Resource Management), it remains
an essential challenge to distribute radio resources appropri-
ately among the end-users so as to maximize the number of
users/sessions with their target KPIs satisfied. In particular,
6G RAN with heterogeneous traffic (e.g., eMBB, URLLC,
XR) should deal with a diverse range of RRM-related tasks
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such as scheduling, power/PRB allocation, beamforming, and
slicing, thus facing high optimization complexity. In this re-
gard, recent research has shown that deep learning (DL) based
RRM, particularly DRL, provides both policy exploration and
adaptability in complex wireless environments, going beyond
the performance of existing heuristics [2].

Open RAN (O-RAN) is particularly well suited to the
RRM requirements. O-RAN enables data-driven closed-loop
control through near-RT/non-RT RIC running xApp/rApp and
programmable control of RAN through open interfaces such
as Al, E2, Ol, and O2. Additionally, by integrating lifecycle,
resource, and observation management of CU/DU/RIC with
SMO and O2/01 interfaces, it provides a structure that can
orchestrate wireless resources and cloud resources altogether.
Designed based on the premise of radio-computing integrated
intelligence, O-RAN is a strong candidate as an execution
platform for service-oriented 6G [3].

In such a vein, this paper presents key elements for imple-
menting RRM in an O-RAN environment. First, we summarize
the recent trends in DL-based RRM to gain insights into the
models and workflows suitable for O-RAN RIC. Next, it points
out the limitations of 5G interfaces from the RRM’s perspec-
tive and suggests a possible direction of O-RAN standard
evolution for concurrent optimization of radio and O-Cloud
resources. Finally, the paper presents potential research tasks
including channel prediction based RRM, user-centric RRM,
and RRM from service provider’s perspective.

This paper is organized as follows. Section II introduces
the elements necessary for implementing O-RAN RRM, and
Section III presents research directions for designing O-RAN
RRM problems. Then, the paper concludes with Section IV.

II. RADIO RESOURCE MANAGEMENT IN O-RAN

When implementing RRM in the O-RAN environment, the
following aspects are necessary to be incorporated, as shown
in Fig. 1.

A. Designing O-RAN-compliant RIC with a suitable DL model

In the literature, several Al-based methods have been in-
vestigated for intelligent RRM. In [4]-[6], model-free RL
techniques such as DQN and offline RL have been applied
to intelligent resource management for joint network resource
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Fig. 1: O-RAN architecture with RRM support

allocation and scheduling. In [7], a dueling DDQN-based
dynamic bandwidth allocation scheme is proposed for multi-
slice multi-user RAN slicing to maximize spectrum efficiency
and SLA (Service Level Agreement) satisfaction. On the
one hand, in [8], [9], transformer and LSTM models have
been integrated into the state processing stage of the DRL
agent to effectively capture historical, sequential, and temporal
correlation information of network conditions. Nonetheless,
the aforementioned approaches did not consider the imple-
mentation issues in the O-RAN environment.

Meanwhile, there also have been research conducted re-
garding DL-based intelligent RRM while taking into account
realistic O-RAN environments. In [10], the authors utilized
the O-RAN E2 interfaces to obtain real-time UE/gNB metrics
and transmit trained DRL policies, for maximizing throughput
and minimizing latency. [11] presented an O-RAN compliant
DRL-based two-level scheduling RRM framework that mini-
mizes SLA violations and outperforms conventional methods.
Recently, [12] proposed an O-RAN slicing framework that
enhances QoS for heterogeneous services and reduces resource
costs by jointly optimizing radio and computing resources
via the parallel hierarchical DRL-based resource allocation
algorithm. Such research trends imply that DRL-based RRM is
well-suited for adapting to the complex wireless environment
of O-RAN and the policy exploration, compared to traditional
heuristics.

B. Enhancing the existing 5G network interfaces

While numerous 5G interfaces exist already, some modifica-
tions may be necessary to ensure more enhanced performance
within the 6G RAN. For instance, the QoS flow-to-DRB
mapping rule is provided by the 5GC to the UE via the NGAP
interface. In scenarios where pricing policies are in effect,
specifically when UEs paying higher fees are assured higher
priority and bit rate guarantees, the mapping rules may need
to be applied differently, e.g., QoS flow from high-fee users
should be allocated to dedicated DRBs, separate from other

UEs. Therefore, it is essential to modify the rules to align
with each UE’s status/requirements and to revise the related
interfaces and their messages to accommodate such changes.

Moreover, certain messaging protocols could be streamlined
or omitted to facilitate Al-driven radio resource optimization.
In the case of admission-allocation joint control optimization,
intelligent RRM needs to simultaneously determine whether
a UE should be admitted and how much resources need
to be allocated to it. Nevertheless, the current 5G network
involves too many messaging processes between the admission
control and the resource allocation decision, e.g., RA (Random
Access) procedure, RRC request, and BSR (Buffer Status
Report). As a result, it is necessary to further simplify the
interface messages to expedite the process of intelligent RRM
policies.

C. Orchestration of heterogeneous resources

An orchestration strategy is essential for the concurrent
optimization of radio resource allocation and O-Cloud re-
source management within the O-RAN environment. O-Cloud
is a cloud computing platform defined by the O-RAN [13],
with resources comprising computing, storage, and network
components. In addition to radio resources in the RAN, O-
Cloud resources are another key consideration in O-RAN’s
resource management to meet UEs” KPIs and ensure the QoS
of heterogeneous services. Thus, jointly optimized utilization
of radio and O-Cloud resources would become one of the most
critical challenges in 6G RRM.

ITI. FURTHER CHALLENGES IN O-RAN RRM
There also exist several research challenges in designing
O-RAN RRM problems, as introduced below.
A. Channel prediction based RRM

The 6G environment experiences instantaneous and con-
tinuous fluctuations in resource demand, due to highly het-
erogeneous services (e.g., eMBB, URLLC, XR), constantly
changing user mobility patterns, and frequent handover due to
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cell departure and re-entry, and changes in service usage rates
over time. Moreover, 6G’s diverse components dynamically
interact with each other, such as wireless link status (e.g.,
SINR, CSI), UE’s traffic demand, and O-Cloud server load.
Hence, RRM will always remain reactive and suboptimal if
the aforementioned non-steady and time-varying conditions
are not addressed properly and timely.

In this regard, a key enabler of 6G RRM must be chan-
nel prediction driven resource management. The purpose of
channel prediction is to prepare scheduling, slicing, and or-
chestration decisions in advance by estimating (i) wireless link
status and PRB requirements, (ii) traffic requirements for each
network slice, and (iii) O-Cloud load and deployment require-
ments. As more accuracy and uncertainty-aware predictions
become available, RRM could proactively ensure QoS/QoE
for more user sessions while simultaneously improving the
efficiency of radio and cloud resource utilization.

B. User-centric RRM

In order to design resource optimization problems from a
user’s perspective, it is necessary to assume that performance
requirements vary with service. For example, URLLC imposes
a stricter requirement on the maximum end-to-end latency and
minimum bandwidth, compared to mMTC [14]. In addition,
new services might emerge with a new set of KPIs, e.g., cloud
gaming with input lag and the percent of session freezes [15].

One possible goal of user-centric RRM is to maximize the
number of users with target QoE/QoS fulfilled. To achieve
this, resource scheduling policies can be implemented by con-
sidering available wireless and O-Cloud resource constraints
and service priorities. To evaluate the performance of such
policies, we can adopt the metrics like session-based QOE,
request fulfillment rate, and user satisfaction rate, where they
are utilized as closed-loop feedback to repeatedly adjust a
given scheduling policy.

In addition, User Admission Control (UAC) responds to
network condition changes by determining whether to accept
or reject new service sessions, based on demand forecasts
and service priorities. UAC can be evaluated using various
indicators such as the percentage of accepted sessions meeting
or violating their requirements, so as to contribute to reliable
improvement of user experience in a multi-service multi-user
highly-heterogeneous environment.

C. Service provider oriented RRM

It is natural for a service provider to try to maximize
its profit by offering services to as many UEs as possible.
However, since radio and O-cloud computing resources are
limited, it is inevitable to incorporate UE admission decision
in such an optimization process. Furthermore, due to diverse
subscription plans and service requirements among UEs, max-
imizing profit while fulfilling all individual service demands
(i.e., SLA) becomes a significant challenge. Therefore, the
primary objective for a service provider should be to maximize
its expected total revenue by admitting and allocating PRBs
to UEs, while ensuring compliance with each UE’s SLA.

IV. CONCLUSION

This paper identified the key building blocks for imple-
menting RRM in O-RAN to assure QoS/QoE, and delineated
research challenges related to the O-RAN RRM problem.
Guided by these insights, our future work will design and eval-
uate practical RRM suitable for deployment in the operational
O-RAN system.
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