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Abstract—We propose AI-vOLT, a virtual OLT system in-
tegrating SEBA with large language models (LLMs) to en-
able intent-based PON provisioning through natural language
interfaces. Manual provisioning in traditional Passive Optical
Networks (PONs) remains resource-intensive and error-prone,
limiting their adaptability to next-generation service demands.
AI-vOLT addresses this challenge by translating high-level oper-
ator intent into low-level executable commands through a multi-
stage agentic workflow of planning, shaping, and execution. We
evaluate the framework across four representative provisioning
scenarios and multiple LLM backends under varying contextual
inputs. Experimental results show that AI-vOLT achieves near-
perfect provisioning success (≈99%) in simulated environments
and is further validated on a 25G physical PON testbed.
These findings confirm the practicality of AI-vOLT for reliable,
language-driven automation of optical access networks.

Index Terms—AI-vOLT, Large Language Model (LLM), Agen-
tic Workflow, Intent-based Networking, Software Defined Net-
working (SDN)

I. INTRODUCTION

The increasing demands of next-generation services—such
as extended reality (XR), enhanced mobile broadband, and
ultra-low-latency communication—are pushing optical access
networks to become more dynamic and responsive. While
Software-Defined Networking (SDN) has partially addressed
the rigidity of traditional Passive Optical Networks (PONs)
[1], manual provisioning and management tasks still remain
resource-intensive and error-prone. Recent advances in Large
Language Models (LLMs), trained on extensive corpora of
natural language, have demonstrated remarkable capabilities
in understanding, reasoning, and executing complex instruc-
tions. These capabilities introduce a new paradigm in network
automation by enabling the translation of high-level human
intent into system-level commands. To date, research on PON
automation has primarily focused on rule-based orchestration
[1]–[3] or classical machine learning [4], [5] approaches. The
use of generative LLMs for intent-driven provisioning and
control in PON systems remains underexplored, with limited
prior research available.

In this paper, we demonstrate AI-powered virtual OLT
(AI-vOLT), an intelligent vOLT system that combines the
SDN Enabled Broadband Access (SEBA) [2] architecture with
LLM-based agents [6] to automate PON provisioning. By em-
ploying natural language interfaces and prompt engineering,

AI-vOLT interprets operator instructions and orchestrates net-
work services without requiring infrastructure modifications.
Furthermore, we evaluate multiple LLM backends—including
both commercial and open-source models—across diverse
operational workflows. This comprehensive study highlights
their strengths and limitations under varied contextual inputs
and demonstrates the feasibility of LLM-based intent-driven
access network control.

II. SYSTEM ARCHITECTURE OF AI-VOLT

A. Framework Overview: Components and Operational Flow
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Fig. 1. System architecture of AI-vOLT, evaluated using BBSIM and deployed
on a physical PON testbed.

The overall structure of AI-vOLT is shown in Fig. 1. The
AI Agent serves as the central entry point for operator-issued
instructions expressed in natural language. These instructions
are processed and translated into operation commands. ONOS
(Open Network Operating System) [7] functions as SDN
controller, managing flow rules and device abstraction while
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Fig. 2. Multi-stage agentic workflow of AI-vOLT for intent-based PON provisioning.

VOLTHA (Virtual OLT Hardware Abstraction) acts as the
mediation layer between ONOS and access devices, exposing
control over OLTs and ONUs. BBSIM (Broadband Simulator)
emulates PON behavior and allows for rapid testing, while the
physical PON setup includes actual OLT and ONU devices
used for final validation.

Upon receiving an instruction from the operator, the AI
Agent interprets the intent and generates a sequence of oper-
ation commands. Each command is routed to the appropriate
subsystem (ONOS or VOLTHA) based on its execution target
within the overall control flow. Depending on the nature of
the command, the corresponding subsystem either directly
interacts with the target environment (BBSIM or physical
PON) or coordinates provisioning through intermediate layers.
For example, flow rules configured in ONOS are propagated to
VOLTHA via OpenFlow, and subsequently applied to access
devices.

B. AI Agent: Translating Intent into Network-Level Actions
The AI-vOLT framework employs AI agent as an intel-

ligent intermediary that translates operator instructions into
executable actions. As illustrated in Fig. 2, the agent first
gathers internal and external knowledge sources, where in-
ternal data include dynamic system states obtained via CLI
outputs, and external knowledge such as operation manuals is
provided in formats like PDFs and spreadsheets. This collected
information serves as input to the LLM backends throughout
the agent’s workflow, supporting context-aware reasoning.

Building on the gathered knowledge, the agent executes a
structured workflow consisting of three primary components:

1) Action planning: interprets operator instructions and
formulates a high-level, descriptive execution plan that outlines
the sequence of steps.

2) Action shaping: transforms each step of the execution
plan into concrete, executable commands. The output of previ-
ously executed commands is incorporated as additional context
to resolve dependencies between sequential operations within
the workflow.

3) Action execution: issues the commands to the appropri-
ate subsystems (ONOS or VOLTHA) and retrieves execution
results. These results are fed back into the shaping step to
enable adaptive prompting.

Through iterative interaction with the operational environ-
ment, The agent dynamically adapts its behavior throughout
the planning, shaping, and execution stages. This closed loop
mechanism enables responsive control, reduces manual over-
head, and accelerates service provisioning, without requiring
any changes to the existing PON infrastructure.

III. EXPERIMENTAL SETUP

This study assesses the functionality and effectiveness of
AI-vOLT across four representative operational scenarios:
OpenOLT adapter creation, OLT activation, AAA, and flow
installation. Initial evaluation is conducted using the BBSIM
to ensure correctness and repeatability. Validated scenarios
are then deployed on a physical PON testbed consisting of
1x25G white-box OLT and 2x25G ONUs to verify real-world
applicability.

TABLE I
OVERVIEW OF EVALUATED SCENARIOS, LANGUAGE MODELS, AND

CONTEXTUAL CONFIGURATIONS IN AI-VOLT EXPERIMENTS

Component type Evaluated items

Scenarios • OpenOLT adapter creation
• OLT activation • AAA • Flow installation

Commercial LLMs • GPT-4o • GPT-4o-mini
• Claude 3.5 Sonnet • Claude 3.7 Sonnet

Open-weight LLMs • Gemma3-27B-IT
• Mistral-3.1-Small-24B-IT

Context levels • full context • w/o scenario
• w/o scenario+term • no context

Target PON • BBSIM (Broadband Simulator)
• physical PON (1x25G WB OLT, 2x25G ONUs)
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Fig. 3. Comparative average token usage per scenario across LLMs during
AI-vOLT operation.

We evaluate six LLMs to compare their performance in
interpreting and executing operational workflows. The com-
mercial models include GPT-4o, GPT-4o-mini, Claude 3.5
Sonnet, and Claude 3.7 Sonnet, while the open-weight mod-
els consist of Gemma3-27B-IT and Mistral-3.1-Small-24B-
IT, both deployed on a 4×RTX 6000 Ada-equipped server.
To emulate realistic operator input diversity, ten paraphrased
prompt variants were generated per scenario using LLM-
based rewriting. Each variant was tested ten times per model,
resulting in 100 trials per model-scenario pair.

To evaluate model robustness under varying information
granularity, four context levels are defined: (1) full context,
which includes all relevant documents such as operational
procedures and terminology guides; (2) w/o scenario, exclud-
ing procedural instructions; (3) w/o scenario+term, further
omitting terminology documentation; and (4) no context, re-
taining only individual command descriptions. A summary of
all evaluated components—including scenarios, model types,
and context levels—is provided in Tab. I.

IV. EVALUATION RESULTS AND ANALYSIS

A. Token Efficiency and Task Success Analysis

To assess operational efficiency in addition to task accuracy,
we examined the average token consumption per scenario.
Token usage was accumulated throughout the closed-loop
workflow of AI Agent, capturing all interactions with a LLM
backend across planning, shaping, and execution stages. As
shown in Fig. 3, Claude variants consistently consumed the
most tokens, particularly in complex tasks such as flow in-
stallation, while maintaining strong success rates. In contrast,
GPT-4 variants achieved similarly high performance with
significantly fewer tokens, demonstrating greater efficiency.

These results suggest that token efficiency varies signif-
icantly across models and is not necessarily indicative of
task performance. Excessively verbose generation patterns,
observed in certain Claude variants, may introduce unnec-
essary inference overhead in practical deployments. Among
the tested models, GPT-4o-mini offers a favorable balance
between output compactness and reliability, making it a cost-
effective option for repeated use.

We next analyzed how each model responds to varying
levels of contextual information using the high-level flow

Fig. 4. Context sensitivity analysis of LLMs: Success rates under varying
context levels.

installation task. This scenario requires approximately eight
sequential operations and serves as a representative case for
evaluating multi-step reasoning. As shown in Fig. 4, com-
mercial models maintained high success rates (≥ 97%) even
under reduced context, indicating strong generalization. In
contrast, the open-weight Gemma3 model showed substantial
improvement as more context was provided, while Mistral-
Small experienced performance degradation under full input,
suggesting sensitivity to context complexity or potential over-
fitting.

Figure 5 presents the overall success rates across all four
AI-vOLT operational scenarios. Commercial models—Claude
3.5 Sonnet (100%), Claude 3.7 Sonnet (99.0%), GPT-4o
(99.7%), and GPT-4o-mini (97.7%)—demonstrated consistent
performance across tasks. In contrast, open-weight models
such as Gemma3 and Mistral Small achieved lower average
success rates of 77.7% and 44.7%, respectively.

These findings indicate that prompt and context design must
be tailored to each model’s capacity and tolerance. While
commercial models are generally robust to ambiguity and
operate reliably with minimal guidance, smaller or open-
weight models may require concise, well-scoped inputs for
optimal performance. In on-premise or cost-sensitive deploy-
ments where commercial models are unavailable, open-weight
LLMs may require purpose-specific adaptation [8], [9].

We also assessed the cost implications of repeated inference

Fig. 5. Comparative task success rates across operational scenarios: Consistent
performance of commercial LLMs versus variability in open-weight models.
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(a) Web-based Provisioning Interface (b) operational workflow of AI-vOLT on a physical PON testbed

provision and verify all the subscribers belonging to OLT at 192.168.1.1:9999

action shaping (prompt)

{
"actionPlan": {

"purpose": "Provision and verify all the subscribers belongingto the OLT at
192.168.1.1:9999.",

"steps": [
{

"step": 1,
"action": "Create OLT using the given IP and PORT",
"command": "bossctl device create - t openolt - H 192.168.1.1:9999",
"description": "This command creates an OLT connected to VOLTHA

using the specified IP and PORT."
},
{

"step": 2,
"action": "Enable the OLT using the Device ID",
"command": "bossctl device enable <OLT- Device- ID>",
"description": "Activate the OLT by establishing a connection using the

VOLTHA Device ID obtained from the previous step."
},
{

"step": 3,
"action": "Verify the authentication status of the user in ONOS",
"command": "aaa- users",
"description": "Check and confirm the OpenFlow ID of the OLT for

subsequent steps."
},
{

"step": 4,
"action": "Provision all subscribers using OpenFlow ID",

bossctl device create –t openolt –H <OLT- IP>:<OLT- PORT>

bossctl device create –t openolt –H 192.168.1.1:9999

6becaebe- bf0d- 4f12- 9c82- 53ebffd1750a

bossctl device enable <OLT- DEVICE- ID>

Fig. 6. Demonstration of AI-vOLT on a physical PON testbed. (a) Web-based interface for submitting natural language requests and inspecting intermediate
outputs. (b) End-to-end operational workflow of AI-vOLT during service provisioning over a 25G physical PON setup. Numbered steps illustrate the closed-
loop control process, including knowledge acquisition, execution plan generation, command shaping, and real-time feedback handling.

using commercial APIs. Running GPT-4o for 100 executions
consumed approximately 2 million tokens, incurring a cost of
$10–$20. Scaling this to 3,000 executions would reach the cost
of operating a self-hosted GPU cluster (e.g., approximately
$45,000 for 4×RTX 6000 Ada). This comparison highlights the
importance of considering long-term operational costs when
selecting LLMs. While commercial APIs offer convenience
and minimal setup overhead, cumulative expenses can quickly
outpace one-time infrastructure investments. Model selection
should therefore reflect a balance between reliability, scalabil-
ity, and budget.

Our evaluation of AI-vOLT surfaces three key insights
for LLM-based PON automation. First, task success depends
strongly on how context is structured, highlighting the im-
portance of prompt and input design. Second, token usage
varies widely across models, impacting long-term cost. Third,
while commercial models perform reliably out of the box,
open-weight models in AI-vOLT require careful tuning for
consistent operation. These findings inform practical decisions
when deploying language-driven network control.

B. End-to-End Operational Validation

To verify operational feasibility of AI-vOLT beyond emu-
lated environments, we applied the AI-vOLT framework to a
physical PON testbed and executed the full flow installation
scenario under real-world conditions. This experiment follows
the same control logic previously tested on BBSIM, but targets
actual 25G white-box OLT and ONU devices. Figure 6(a)
triggered the flow installation operational sequence illustrated
in Fig. 6(b), and the numbers present the demonstration
workflow of AI-vOLT.

1 The process begins when the operator issues a natural
language request, such as provisioning a service flow between
a specific OLT and ONU. 2 The action planning component
gathers internal knowledge (e.g., CLI-based status and config-

uration) from the underlying system and external knowledge
(e.g., operation manuals in PDF format) manually uploaded by
the operator. 3 This combined knowledge is structured into a
prompt—together with the user request and a predefined JSON
output format—and sent to the LLM endpoint. The returned
response is parsed to extract the action plan. 4 The action
plan includes a sequence of steps that decompose the original
request into granular actions.

A processing loop is then established between the action
shaping and action execution components to carry out the
action plan: 5 The action shaping component sequentially
selects a step from the action plan, formulates a prompt
based on the step and related knowledge, and queries the
LLM to generate a concrete command. 6 The resulting
response is parsed to extract a valid executable command. 7
This command is executed on the appropriate subsystem: a
Karaf session is used for ONOS, while the VOLTHA CLI is
directly invoked for VOLTHA-based tasks. 8 The execution
result—including pass/fail status and relevant output—is cap-
tured and fed back into the shaping component to inform the
next step. This loop continues until all steps are completed or
an error condition is encountered.

The successful execution of this workflow on physical in-
frastructure confirms that AI-vOLT can reliably translate high-
level operator intent into low-level provisioning commands in
practical deployment scenarios.

CONCLUSION

In this paper, we presented AI-vOLT, a language driven
automation framework for SEBA based PON environments.
By combining a multi stage agentic workflow with LLM
backends, AI vOLT successfully translated operator intent into
executable provisioning commands across diverse scenarios.
Our experiments demonstrated near perfect provisioning suc-
cess (≈ 99%) across four representative scenarios (OpenOLT
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adapter creation, OLT activation, AAA, and flow installation)
with commercial LLMs. We further validated AI vOLT on
a 25G physical PON testbed, achieving reliable end to end
provisioning in real world conditions. While commercial mod-
els performed reliably out of the box, open weight mod-
els exhibited larger variance and typically require structured
prompts or domain specific fine tuning to reach comparable
stability. Overall, AI-vOLT effectively bridges operator intent
and automated PON provisioning, providing a practical path
toward scalable and intelligent automation in future optical
access networks.
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