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Abstract—Recently, millimeter-wave (mmWave) technology has
enabled accurate user localization from a single ground reference
station. However, in unmanned aerial vehicle base station (UAV-
BS) assisted mmWave systems, the user localization quality is
significantly affected by the varing bearing observability as a
result of the UAV movement. In this paper, to address the
observability issue, we first propose a user localization method
based on an unscented kalman filter (UKF). The states of the geo-
metric relationship between the user and UAV-BS, comprising the
relative location and velocity, are estimated, and these construct
the bearing observability metrics for user localization. Thereafter,
the optimal message interval that maximizes the observability
criterion is investigated. Simulation results demonstrate that the
proposed method provides higher accuracy for user position and
orientation.

Index Terms—Bearing observability, millimeter-wave, opti-
mization, unmanned aerial vehicle system, localization.

I. INTRODUCTION

The millimeter-wave (mmWave) multiple-input-multiple-
output (MIMO) technology, where both users and a base
station (BS) are equipped with arrays of a large number of
antennas, becomes a strong candidate to support explosively
increased location-aided applications [1]. Owing to the high
resolution of both the angular and temporal domains, time of
arrival (TOA), angle of arrival (AOA) and angle of departure
(AOD) estimations enable promising two-dimensional (2D)
and three-dimensional (3D) localization accuracies from a
single ground BS. [2], [3].

The main difference in localization challenges between
a unmanned aerial vehicle base station (UAV-BS) system
and a regular cellular BS system is whether the BS can
move [4]. Owing to its agility and mobility, UAV-BS can
provide several different observation points that can be used
as an advantage for range-measurement-based localization. [5]
studied a localization solution in conventional UAV cellular
systems considering a mixture of line-of-sight (LoS) and non-
LoS (NLoS) based signal power models using the least square
(LS) algorithm, which uses different range measurements from
multiple observation points.

In mmWave localization, however, bearing measurements
such as AOA and AOD are critical, and rapidly changing ob-
servation points can pose significant challenges [6]. This issue
becomes more pronounced in UAV-assisted systems, where
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bearing observability varies more rapidly due to continuous
changes in the relative position between the user and the
UAV-BS. Although system observability is a crucial factor
affecting the performance of state estimation algorithms, to
the best of our knowledge, limited research has addressed the
observability problem in UAV-BS mmWave localization.

In this paper, we propose a states estimation method that
reflects the geometric relationship between the user and UAV-
BS by using an unscented kalman filter (UKF) approach. The
estimated relative movements of the system are employed to
construct the bearing observability metrics. Then the optimal
message interval required for maximizing bearing observabil-
ity is derived, and this information is sent to the UAV-BS
as feedback. Simulation results demonstrate that the proposed
method can provide higher localization accuracy and sufficient
performance with respect to relatively high AOA and AOD
measurements noises.

II. SYSTEM MODEL
A. System Geometry

Fig. 1 shows the geometry of the proposed system. We
consider a UAV-BS with an array of N antennas and a user
equipped with Ny antennas operating at a carrier frequency
fe» whose corresponding wavelength is A, and bandwidth B.
We assume that the UAV-BS maintains a constant altitude, i.e.,
it moves at a fixed height. For simplicity, only 2D motion is
considered, which can be readily extended to a 3D model.
Let (Pu, ®Yu, vy) and (py, wpu, vy) denote the location,
heading and velocity of the user and UAV-BS, respectively,
in the Cartesian coordinate system. The positions of the user
and UAV are expressed in the global frame of reference as
Pu = [Ty, y.]T € R? and py = [zr, yu]T € R?, respectively.
The headings of the UE and UAV are defined to be positive
in the clockwise direction with respect to the y-axis and range
from —7 < ¢ < 7. Both the UE and UAV-BS are assumed to
move with constant velocity and constant turn rate.

The user estimates p, and ¢, by measuring AOA, AOD
and TOA from the UAV-BS. We denote the AOA and AOD as
pr and @7, respectively. The movement of UAV-BS makes
its states change continuously; hence, the UAV-BS assists user
localization by periodically sending messages including py,
oy, and vy. The LoS probability of a UAV-BS to the user
link is significantly higher than that of a ground BS to the
user link due to the UAV elevation height. Therefore, we only
consider the LoS link in this paper.
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Fig. 1. Two dimensional illustration of the proposed system geometry.

B. Transmission Model

We consider the transmission of orthogonal frequency di-
vision multiplexing (OFDM) signals as in [7]. The UAV-BS
sequentially transmits G signals, where the g-th transmission
comprises L symbols x(@[n] = [z1[n], ..., z1[n]]T € CF for
each subcarrier n = 0, ..., N — 1. The precoded symbols are
transformed into the time-domain using N-point inverse fast
Fourier transform (IFFT). Then a cyclic prefix (CP) whose
length exceeds the delay spread of the channel is added be-
fore applying radio-frequency precoding. The g-th transmitted
signal over subcarrier 7 is expressed as F(9)[n]x(9)[n] where
F[n] € CN7*L is a beamforming matrix. In this paper, we
consider the general beamforming matrix for a single user
because considering specific beamformer is out of the scope.

C. Channel Model

We assume that the channel remains constant while the G
symbols are transmitted. The Nr x N channel matrix Hn|
for subcarrier n is given by [7]:

Hn] = A gln]C[n] A [n]. (1)

Here, Ag[n|=arn(0r,¢r)[n] and Arln]=ar . (07, ¢r)[n]
are the unit-norm array response vectors defined as follows:

1 ,
arn(On, pr) = = 1N Onen e Chn @)
ar (01, o) = —me IR 0Ten et 3)
VN7
where s,(0,0) = %[sin@coscp,sin@sinap]T is the

wavenumber vector with respect to the elevation angle 6
and the azimuth angle ¢, \, is the wavelength of the n-th
subcarrier, Ag, and Ap are positions of the local Cartesian
coordinates of the receive and transmit antenna elements.
Denoting the complex channel gain, path loss, TOA, and
sampling period by h, p, 7 and T, I'[n] is expressed as

h .
F[n} = \/Wﬁe_]QW"T/(NTS). 4)

After CP removal and FFT, the received signal over subcar-
rier n of transmission g is

y'9[n] = Hn]F[n]x'*)[n] + n@[n] )

where n(9[n] € CV® is a Gaussian noise vector with zero
mean and variance Ny /2 per real dimension.

III. UNSCENTED KALMAN FILTER FOR USER
LOCALIZATION

A. Time Update

The user estimates the relative location from the UAV-BS
and its rate of change using an UKF. The relative location is
given by r = py —p.,. Thus, the distance between the user and
UAV-BS is denoted by r = ||r||. The state vector is defined
as x = [rT,#1]7 = |21, 29, 73, 24]T. The state vector at time
step k + 1 is expressed as

Xptr1 = Fxgp — up 1 + Guwwy, (6)

where w ~ N(0,Q,) is the process noise vector, F is the
state transition matrix, G, is the noise gain matrix, and u
is the system input vector. These matrices and the vector are
given by

I At
r=lp VY G-

At)?
( 2) I
At

)

)

Uk k+1 = [07 07 Lu,k+1 — LTuky Yu,k+1 — yu,k] )

where I is the 2 x 2 identity matrix and At is the message
interval between the user and the UAV-BS. Let 7y, @R,
and @, o are means of initial distance, AOA, and heading,
respectively. In addition, o, 0y, 0,,, and o,, are the
standard deviations of 7y, ¢Rr, ¢, and v, respectively. Using
a Taylor series approximation, the initial mean state X, and
initial covariance P are given by

7o Sin PR,0
_ T COS ©
%o = | TOCOSPRO (8)
VU S QYU — Uy SN Py 0
VY COS (P — Uy COS Py 0

P, 0 _ |sinb acosb
Po = {O PJ , Tla,b) = Losb asinb} ’
o . o 9
P, = T(ro, @R,o)dlag(Uzo,UiR)T(To, @ro)t, ©)
P’U = T(T)uv @u,O)diag(Ugu ) 0-52971,)']:‘(1_}717 @u,O)Tv
The sigma points at step k are defined as
Xk|k i=0
Xiklk = § Xijr + (V/ (@ + 5)Pri)i i=1,..,«
Xik — (V(a+ £)Prr); i=a+1,.., 22,
(10)

where o represents the dimension of x and « is the design
parameter. The weights W for sigma points are

E 1=0
W; = {a+'f . (11
m 1= 17...,204.
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Then, at the k + 1 time step, the estimated mean state X, 1k
and the covariance P, ), propagated from x;, are as follows
2«
Revape = O Wikikt1, Xikt1 = FXikk — Uekr1,
i=0
20
Pryip = WilXiks1 — K1) (Xiks1 — K1)
i=0
+ GwQ,GL
W g F oy -

B. Measurement Update

)T

12)

From the observation (5), several techniques exist to recover
the triplets of AOA, AOD and TOA as in [2], [3]. We assume
that a channel estimation routine is presented to the user, which
provides a set z; of measurements at k time step. zx = h(xy)
can be expressed as

Z = PRk PTR, TH) L + Vi (13)

where v ~ N (0, R) is a measurement noise vector. The mea-
surement noise covariance R = diag(c2, ,02,,07), where
04, and o, are standard deviations of AOD and distance. We
can formulate the relationship between the channel parameters
and the state of the system as follows:
™

T
pr = arctan —, Q17 = < — ¥R,

r
T=-
To 2 c

(14
where c is the light speed (3 x 10® m/s). The estimated mean
measurements and their covariances for computing the Kalman
gain are defined as

2a
Sikr1ik = P(Xik+1k), Zha1p = ZWifi,kH\k
1=0
2c
~ A T
| :ZWi(&:,k+1\zrZk+1\k)(f¢,k+1\kfzk+1|k) +R
=0
2c
N A T
P i1 =Y WilXi k1o Rt 1 o i o1 Zrs1 1) -
=0

15)

The Kalman gain Ky, updated mean state and covariance
are as follows:

_ —1
K1 = Prz,k+1\szz,k+1|k

X 1lk41 = X1k + Ker1(Zrr1 — Zeg)r) (16)

_ T
Pripr1 = Prpipp — K1 P o116 Ko pr -

IV. BEARING OBSERVABILITY MAXIMIZATION

For the localization errors to be bounded, the system is
required to be observable. However, in the UAV-BS mmWave
system, bearing observability cannot be guaranteed because
of the movement of the UAV-BS. Fig. 2 shows the geometric
relationship between the user and UAV-BS in two consecutive
time steps, where the user and UAV-BS move from A; to
Ay and B; to By, respectively. If ¢, the separation angle
between ry and rg. 1, is not O and range from the UAV-BS is
available to the user, the relative location vector ry; can be

Fig. 2.  Geometric relationship between the user and UAV-BS in two
consecutive time instants. The blue line stands for the parallel translation
of the relative location vector 7 to k+1 time step point.

uniquely determined; in other words, the system is observable
in bearing-based localization.

To assist the user localization, the intervals for transmitted
messages can be adjusted by the user’s feedback to the UAV-
BS. The user considers its bearing observability metrics at
every time step and requests the UAV-BS to send its state
message in the optimal message interval. In Fig. 2, by using
the law of sines for the triangles AAs Dy Do, AA3C5 D4y and
AN AsC Bs, the relative location estimation error ¢ = DDy

is given by [8] i ”
§e2 = ¢2 Trt1
=T ( sin ¢

where ¢ is the bearing measurement error related to the number
of antennas, its shape, and the channel estimation techniques.
To minimize (17), the user calculates the optimal message
interval At* maximizing the objective function J:

a7

g sin ¢ (18)
[t
where the separation angle ¢ is given by
T .
¢ = arccos <rkrk+1> . (19)
[oaliyasy|
The relative location vector at time step k+1 is given by
r =r} +0r
k+1 k k 20)

= [T1 k1, T2, k41] = [T16 + 021k, T2k + 02 k)
where [0z 1, 02 ] is expressed as

(021 1, 022 k) = [Vu AL COS Py — VU &, VAL SIN Py, — vy ).
2D

Here, vy, and vy, are the x-and y-components of vy,
respectively. By substituting (20) and (19) into (18), J? can
be obtained by
= 1— cosz;b _
Ty py1 T T3 gy

(zl,k$2,k+1 - Il,k+1932,k)2
(23 ) + x%,k)(fcikﬂ + 25 501)?

The partial derivative of (22) with respect to At provides
a constraint for identifying the optimal message interval At*,
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Fig. 3. RMSE of the user states according to the message intervals.

i.e., 8]2/0At = 0, At > 0. The optimal message interval
then yields:

T2 kVU,xz — T1,kVU,y
Vu(Ta k SIN @y, — X1 COS Py)
If the optimal message interval cannot be identified, that is,

At* <0, the user designates the same message interval as the
past time step.

At* =

(23)

V. SIMULATION RESULTS
We simulate 1,000 Monte Carlos events using MATLAB,
each of which progresses over 100 time steps. The UAV-
BS is assumed to fly at a constant velocity vy = 10 m/s
and constant turning rate —m/60 rad/s. The user moves in

a straight line with a constant velocity v, = 20 m/s and
constant heading ,, = 2.444 rad. The parameters for system
initialization are (r o = —2.444 rad, 7o = 300 m, o, = 100

m, ¢ro = 1.396 rad, 0,, = 5 rad, o,, = 1.028 m/s. We
consider the channel estimation parameters from (5) to be
0pr = 2arcsin(0.891/Ng) rad, o, = 2arcsin(0.891/Nr)
rad, and o, = 0.1 m [9]. The parameters for UKF are
Q, = diag(0.0256,0.0256), « = 4 and k = —1.

In Fig. 3, the root-mean-square error (RMSE) performances
of the user states, heading and location, are investigated.
During the simulations, the number of antennas are set to
Nr = 9 and Ny = 64. We evaluate RMSE with respect
to the fixed message intervals A¢ = (3000, 1000, 100) ms and
changeable optimal message interval with an expectation of
378.5 ms. It is observed that short message intervals generally
have better RMSE performance; however, they require more
communication resources. The proposed method requires a
longer message interval, which requires fewer communication
resources, and the RMSE performance is better. This is be-
cause the fixed message interval does not reflect the relative
dynamics between the user and UAV-BS; hence, unobservable
measurements decrease the filter efficiency.

Fig. 4 illustrates the RMSE performances according to the
number of transmit and receive antennas. The optimal message
interval, whose expectation is 342.4 ms, is applied. Due to
the limitation of deploying a large number of antennas at the
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Fig. 4. RMSE of the user states according to the number of antennas.

user side, we consider the RMSE performances versus the
number of UAV-BS transmit antennas to consider the bearing
measurement errors. It is observed that increasing the number
of antennas on both sides results in better user localization.
In particular, the proposed method provides sufficient perfor-
mance while relatively few antennas are used.

VI. CONCLUSION

In this article, we propose a UAV-BS assisted localization
method for mmWave systems by considering bearing observ-
ability. The UKF based estimation method and optimal mes-
sage time interval are investigated to consider the geometric
relationship based bearing observability. The simulation results
demonstrate the effectiveness of the proposed method.
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