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Abstract—Text-to-image models have demonstrated strong
capabilities in generating high-quality 2D images from text
prompts. However, existing models often struggle to accurately
generate images based on senior keywords, such as traditional
foods or architectures from past decades. These limitations stem
from a lack of domain-specific data and the difficulty seniors
face in crafting effective prompts. We introduce TIP-Sen, an
image generation pipeline tailored for Korean seniors. TIP-Sen
addresses these challenges by first extending a Korean senior-
focused text-image dataset. It then incorporates senior-related
knowledge into a diffusion model through parameter-efficient
fine-tuning. Finally, our Large Language Model (LLM) based
prompting assistant refines simple senior input prompts into more
detailed prompts. Our experiments demonstrate that TIP-Sen
effectively generates high-fidelity images that faithfully reflect
senior-specific keywords, highlighting its potential not only to
improve inclusiveness in generative models but also to empower
seniors to participate in creative content authoring through text-
based image generation actively.

Index Terms—Generative model, Korean senior dataset, Per-
sonalized model, Diffusion model, Large Language Model, Image
generation.

Recent advancements in text-to-image generation meth-
ods [1]-[6] have significantly enhanced the ability to create
high-quality 2D images from a single text prompt. These
advancements have enabled not only specialists but also com-
mon users to visualize their imaginations without requiring
specialized knowledge. However, current text-to-image gener-
ation models [1]-[6] struggle to accurately generate images
based on prompts related to Korean senior-specific keywords,
such as traditional food or unique architecture from past
decades. Seniors often wish to recreate images that reflect
their memories using text-based prompts, yet existing models
frequently fail to generate accurate depictions, as illustrated in
Figure 1. This limitation arises from two key challenges: 1)
the lack of senior-specific knowledge in current text-to-image
models, stemming from the scarcity of senior-specific data,
and 2) the difficulty common seniors face in crafting effective
prompts.

To address this issue, we propose TIP-Sen, an image genera-
tion pipeline for Korean seniors. TIP-Sen enables high-quality
image generation that accurately reflects Korean senior-related
keywords. Our method effectively addresses two key chal-
lenges with three main stages: 1) Korean Senior Dataset Col-
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Fig. 1. Failure cases in generating Korean senior keywords. (a) Example
of Korean senior keywords and corresponding images: “Yakgwa” refers
to traditional Korean food, and “Cheomseongdae” is an ancient Korean
astronomical observatory. (b) Current text-to-image diffusion model (e.g.
Stable Diffusion v1.4, v2.1, and XL) fails to generate images that accurately
reflect these senior-specific keywords.

lection, 2) Korean Senior Keyword Diffusion Finetuning, and
3) Senior Prompting Assistant. First, we extend a text-image
pair dataset focused on Korean senior-related content. Second,
we use this dataset to finetune a text-to-image diffusion model
with parametric-efficient fine-tuning methods to effectively
integrate senior-related knowledge. Finally, we introduce a
Large Language Model (LLM) [7]-[9]-based senior prompting
assistant to help seniors craft more effective prompts, thereby
improving the fidelity of generated images. Through extensive
experiments, TIP-Sen demonstrates its ability to generate high-
fidelity images that faithfully reflect senior-specific keywords.
Moreover, our TIP-Sen can empower seniors to actively en-
gage in creative content authoring through our senior-friendly
image generation pipeline.

Our contributions are as follows:

o We introduce TIP-Sen, the first image generation pipeline
tailored for Korean seniors, addressing the underrepresen-
tation of senior-related content in existing text-to-image
models.

e We extend a Korean Senior Dataset and introduce Ko-
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Fig. 2. The overall pipeline of TIP-Sen. (a) A Korean senior dataset is collected from SilverNet news by senior reporters. (b) The diffusion model is
finetuned with LoRA layers to incorporate senior-specific knowledge. (c) The Senior prompting assistant takes simple input text from seniors and refines it
into detailed prompts, which are then used by the diffusion model to generate high-quality images.

rean Senior Keyword Diffusion Finetuning, a parameter-
efficient approach to effectively inject senior-related
knowledge into a diffusion-based generative model.

o We propose a Senior Prompting Assistant based on LLM,
which helps seniors craft effective prompts and improves
the relevance and fidelity of the generated images.

I. RELATED WORK

A. Text-to-Image Diffusion Model

Text-to-image diffusion models aim to generate images from
a single text prompt through a denoising process. Diffusion
models [2], [3] introduce a forward and reverse noise process
to model data distributions for image generation. Classifier
guidance [1] enables conditional generation by incorporating
an external classifier to control the sampling process. In con-
trast, classifier-free guidance [10] allows conditional genera-
tion without additional classifiers, by interpolating conditional
and unconditional score predictions. Latent Diffusion Model
(LDM) [4] improves efficiency and scalability by operating
in a compressed latent space using a VAE [11] encoder and
an unet-based diffusion model. LDM also incorporates cross-
attention layers to support various conditioning modalities,
such as text prompts, segmentation maps, or other structured
inputs. Based on LDM, many open-sourced diffusion mod-
els (e.g. Stable Diffusion) have been developed and widely
adopted for high-resolution text-to-image generation tasks.
However, existing text-to-image diffusion models [4], [5] still
struggle to generate images that accurately reflect Korean
senior-related content and concepts. In this work, we adopt
SDXL [5] as the baseline model, as it produces higher-
resolution and higher-quality images compared to SD v1.4 and
SD v2.1.

B. Diffusion Personalization

Diffusion personalization involves capturing unique, user-
defined keywords or concepts, enabling text-to-image diffusion
models to generate personalized images that reflect those
specific inputs. Recent research has focused on two primary
approaches: finetuning diffusion model [12]-[14] and opti-
mizing text embedding [15]. Finetuning-based methods [12]-
[14] finetunes diffusion model to reconstruct an image of the
unique keyword. DreamBooth [12] selects null text token and
finetunes diffusion model to reconstruct user-defined images
using diffusion loss. CustomDiffusion [13] introduces an ef-
ficient finetuning strategy by solely updating cross-attention
layers in the diffusion model. On the other hand, optimization-
based methods [15] optimize text embedding to reconstruct
images of unique keywords. Textual Inversion [15] introduces
text embedding optimization to represent the target concept
using diffusion loss. Recent approaches leverage Low-Rank
Adaptation (LoRA) [16], a matrix decomposition method for
parametric efficient finetuning. These LoRA layers allow the
diffusion model to adapt to new concepts by fine-tuning only
the additional LoRA parameters.

II. METHOD

The overall pipeline of our method is illustrated in Figure 2.
Our approach consists of three main stages: 1) Korean Senior
Dataset Collection, 2) Korean Senior Keyword Diffusion Fine-
tuning, and 3) Senior Prompting Assistant. First, we collect
and extend text-image datasets specifically tailored for Ko-
rean seniors. Second, we finetune the text-to-image diffusion
model using efficient parametric training techniques for each
senior keyword, ensuring better integration of senior-related
knowledge into the text-to-image diffusion model. Finally, we
leverage our Korean Senior Prompting Assistant (SPA) to help
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seniors craft more effective prompts, improving the overall
fidelity of generated images.

A. Korean Senior Dataset Collection

Current text-to-image diffusion models [4], [5], [10] of-
ten fail to generate images that accurately reflect Korean
senior-specific keywords. This limitation stems from the lack
of senior-specific knowledge within these models, primarily
due to the scarcity of dedicated datasets for senior-related
content. To address this issue, we searched for datasets re-
lated to the interests of Korean seniors and identified the
Korean Senior Knowledge, Experience, Interest, and Time-
period Background Dataset Version 1.0 (KS-KEIT-V1) [17],
which was collected from a Korean senior news platform
called SilverNet. The KS-KEIT-V1 is an initial version of a
Korean senior dataset that includes 30 keywords related to
Korean senior interests, such as traditional culture, food, and
historical figures, across multiple modalities including text,
images, videos, and images. However, the dataset contains
a limited number of image samples per keyword, which is
insufficient for robust fine-tuning of text-to-image diffusion
models. To overcome this limitation, we introduce KS-KEIT-
V1.2, an upgraded version of KS-KEIT-V1 enriched with
additional text-image pairs tailored for senior-specific text-to-
image model training. Furthermore, since KS-KEIT-V1 was
collected from wild environments and contains images of
varying quality and resolution, we carefully curated 100 text-
image pairs for each of the 30 keywords to ensure consistency
and semantic relevance. In Figure 3, we present the structure
of the dataset along with an example: “Cheomseongdae,” a
historic astronomical observatory.

B. Korean Senior Keyword Diffusion Finetuning

Once the Korean senior dataset is collected, we finetune
the text-to-image diffusion model. Specifically, we finetune
a diffusion model using DreamBooth [12] with LoRA [16]
layers to adapt each individual keyword. For the i-th senior-
specific keyword, we train the corresponding LoRA layers 1;
by minimizing the following objective:

Bt [Jh0(®) (o i uist) — )] (M)

Here, w(t) denotes a timestep-dependent weighting func-
tion, and g4y, (-) represents the predicted noise by the
diffusion model with the adapted parameters. x; and y;
denote the image and text prompt corresponding to the -
th keyword, respectively. For y;, we can either use the
original prompt from the Korean senior dataset or apply
a formatted template. In our case, we use the formatted
template prompt: ‘A photo of [senior_keyword]
[cls_token].’’,where [cls_token] is aclass prompt
that describes [senior._keyword]. After training each
senior keyword-specific LoRA, the diffusion model can faith-
fully generate images that reflect senior-specific keywords
without additional finetuning. During inference, such images
can be generated by applying the corresponding LoRA layers

Text

"This image presents Cheomseongdae, an ancient
astronomical observatory in Gyeongju, South
Korea, surrounded by green grass and trees under
a clear blue sky.

"This image showcases Cheomseongdae, an ancient
astronomical observatory in South Korea, with
its distinct round stone structure and
surrounding greenery."

“This image displays Cheomseongdae, the oldest
existing astronomical observatory in Asia, with
its distinctive cylindrical shape and layered
stone construction, set against a clear blue
sky."

“This image showcases Cheomseongdae, an ancient
astronomical observatory in Korea, with its
unique bottle-like structure made of stone
bricks, surrounded by a green lawn under a clear
| blue sky."

“Cheomseongdae”

(b) Example of Korean senior dataset

Fig. 3. The structure and examples from the Korean Senior Dataset.
(a) The dataset consists of 30 predefined cultural keywords, each representing
distinct Korean traditions. (b) Each keyword is associated with multiple image-
text pairs, where the text provides a detailed description of the corresponding
image.

to the diffusion model and using prompts that include both
[senior_keyword] and [cls_token].

C. Senior Prompting Assistant

To generate high-quality images using a text-to-image diffu-
sion model, input prompts need to be detailed and descriptive.
However, many seniors struggle to create such prompts due
to their unfamiliarity with the process. To address this, we
propose a LLM [8] based Senior Prompting Assistant (SPA),
which refines simple input prompts from seniors into more
detailed and descriptive prompts. Specifically, our assistant
takes a simple input text prompt and outputs refined prompts
followed by well-crafted instructions. The instruction consists
of two main components: 1) task description, and 2) in-context
examples, as illustrated in Table I. The task description pro-
vides the language model with explicit guidance on the format
of the expected output. In particular, the task description in-
cludes detailed elements such as people, clothing, actions, en-
vironments, lighting, and atmosphere to enrich the generation.
Then in-context examples serve to refine the input prompts
into more structured and effective queries. These examples
are constructed using simple formatted prompts (* ‘A photo
of [senior_keyword] [cls_token]’’) and corre-
sponding text descriptions extracted from our Korean senior
dataset. The final refined prompt is then passed to the text-to-
image diffusion model to generate high-quality, senior-specific
images.
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TABLE I
THE INSTRUCTIONS AND EXAMPLES USED BY THE SENIOR PROMPTING ASSISTANT.

Component Prompting Guidelines and Examples

LLM Instruction [Task description]

[In-context examples]

You are a prompt engineer that creates high-quality prompts for image generation. Please write a detailed
prompt for an image generation model that describes this scene in a realistic photographic style.

- Include “A realistic photo of” in front of the prompt.

- Include exact input description in the prompt.

- Include details about the people, clothing, actions, environment, lighting, and atmosphere.
- Use natural language that models can easily understand.

- Make sure prompt should not exceed 30 words.

User Prompt: “A photo of a Sebae Tradition.”
Refined Prompt: “This image depicts a Korean traditional bowing ceremony, Sebae Tradition, with
individuals in Hanbok showing respect in a temple setting.”

User Prompt: “A photo of a kimbap Food”
Refined Prompt: “This image depicts kimbap Food, a popular Korean dish, consisting of cooked rice and
various other ingredients rolled in seaweed and sliced into bite-sized pieces.”

LLM Input

User Prompt: “A photo of Gimjang Tradition.”

LLM Output

Refined Prompt: “A realistic photo of a group of Korean women gathered around a large, earthenware jar,
preparing kimchi for Gimjang Tradition, surrounded by autumn foliage and traditional Korean houses.”

III. EXPERIMENTS
A. Implementation Details

The experiments are conducted based on Stable Diffusion
XL (SDXL) [5] and run on a single NVIDIA A100 GPU.
For senior-specific keyword learning, we adopt DreamBooth-
LoRA [12] with a rank of 20. The LoRA [16] parameters are
optimized using the AdamW [18] optimizer with a learning
rate of 2e-4, a batch size of 2, and 500 training steps. Each
senior keyword LoRA takes approximately 20 ~ 30 minutes
to train. For the senior prompting assistant, we utilize LLaMA
3-Instruct [8] as the LLLM, with a temperature setting of 0.8.
During image generation, we generate a single image using
28 sampling steps, with a guidance scale of 5 and a LoRA
scale of 0.7.

B. Evaluation Metrics

We evaluate our method using the CLIP [19] image-image
alignment score to assess how faithfully the generated images
reflect senior-specific keyword images. The alignment score
is computed as the cosine similarity between CLIP image
embeddings of the generated and a real image representing
the target senior keyword. The alignment score follows:

Image_al]gn — M

2
‘egen| N ‘ereal‘
Here, egen and ercar denote the CLIP image embedding
vectors of the generated and real images, respectively. The
operator (-, -) denotes the dot product, and | - | represents the
L2 norm.

TABLE II
QUANTITATIVE RESULTS.

Image-align

Method Mean T Std|
SD v1.4 0.6406  0.1152
SD v2.1 0.6508  0.1044
SDXL 0.6347  0.1026
SDXL + LoRA (Ours) 0.7358  0.0783
SDXL + LoRA + SPA (Ours) 07138 0.0762

For each senior keyword, we generate 100 images and
compute the alignment scores by comparing them with 100
real images. The final score is obtained by averaging the
alignment scores across all image pairs.

C. Quantitative Results

In Table II, we report the CLIP [19] image alignment
scores of the generated outputs. Each value represents the
mean and standard deviation of alignment scores across 30
senior keywords. Our SDXL [5] with LoRA [16] achieves
the highest alignment score among all baselines, indicating
our method can faithfully generate images reflecting senior-
specific keywords. When incorporating our Senior Prompting
Assistant (SPA), the mean alignment score slightly decreases
compared to SDXL [5] with LoRA [16], however, the standard
deviation is the lowest among all methods. This indicates
SPA contributes to more stable and consistent image gener-
ation while maintaining a comparable level of alignment with
senior-related content.
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Sejong Daewang King “A photo of Sejong Daewang King "

Fig. 4. Qualitative results. Row 1: “Gimjang Tradition” refers to the traditional Korean Gimchi-making process. Row 2: “Ganggangsullae Dance” refers to
a traditional Korean group circle dance. Row 3: “Yaksik Food” is a traditional Korean sweet rice dish made with glutinous rice, nuts, and jujubes. Row 4:
“Hanbit Tower” denotes a traditional architectural structure built for the Daejeon Expo. Row 5: “Cheomseongdae Landmark” refers to an ancient astronomical
observatory. Row 6: “Sejong Daewang King” represents the historical figure who created the Korean script, Hangeul.

D. Qualitative Results

In Figure 4, we compare our method with several baselines
across various senior-specific keywords. We evaluate the out-
puts of SDXL [5] with LoRA [20] and SDXL with LoRA
combined with the Senior Prompting Assistant (SPA), and

compare them against SD v1.4 [4], SD v2.1 [4], and SDXL [5].
Our method demonstrates a superior ability to faithfully reflect
senior-specific concepts compared to the baselines. Notably,
while SDXL with LoRA alone tends to overfit to the training
images of senior keywords, the inclusion of SPA leads to more
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enriched and diverse generations, showing better generaliza-
tion and semantic alignment.

IV. CONCLUSION

In this work, we proposed TIP-Sen, an image generation
pipeline tailored for Korean seniors, addressing two key
challenges, the lack of domain-specific data and knowledge,
and the difficulty seniors face in crafting effective prompts.
We extended a text-image pair dataset focused on senior-
related content and curated 30 representative senior-specific
keywords. Using this dataset, we finetuned a text-to-image
diffusion model with a parameter-efficient approach to incor-
porate senior-related knowledge. In addition, we introduced a
Senior Prompting Assistant that refines simple input prompts
into more detailed and descriptive ones using a large language
model guided by well-crafted instructions. Experimental re-
sults show that TIP-Sen can faithfully generate high-quality
images that reflect senior-specific concepts.

V. FUTURE WORK

Future work includes the development of a diffusion-
based generative model capable of producing Korean content
that reflects distinctive traditional features of Korean culture
from simple prompts. The proposed pipeline can serve as a
foundation for a content authoring tool, enabling seniors to
easily generate items aligned with their personal interests and
cultural backgrounds. This, in turn, may provide retired elderly
individuals with more opportunities to engage with society
and share their experiences across generations. Ultimately,
such interactions are expected to promote social cohesion by
fostering mutual understanding and bridging the generational

gap.
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