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Abstract— Ensuring worker safety requires accurate 
monitoring of human movement and detection of potential 
hazards in workplace environments. This study presents a 
stereo vision-based skeleton pose estimation framework that 
incorporates a Proximity Index (PI) to evaluate the distance 
between human body joints and predefined risk zones. Using the 
ZED 2i stereo camera, both RGB images and depth maps were 
acquired to enable reliable three-dimensional pose estimation. 
The proposed method extracts skeleton data from static images, 
computes a joint-to-zone distance metric, and classifies safety 
states based on threshold PI values. Unlike conventional 2D pose 
estimation approaches, the integration of stereo depth 
information improves accuracy in proximity evaluation and risk 
detection. To validate the framework, experiments were 
conducted in a office environment, simulating scenarios where 
workers approached restricted or hazardous areas. The results 
confirm that the method effectively detects abnormal proximity 
behaviors and supports real-time safety monitoring in 
workplace settings. 
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I. INTRODUCTION  
Ensuring worker safety in industrial environments 

requires accurate detection of human pose and proximity to 
hazardous zones. Recent advances in computer vision have 
enabled robust extraction of human pose features using RGB 
and depth data. However, extending these methods to 
accurately assess three-dimensional proximity remains a 
challenge. 

Pose estimation research has progressed significantly with 
deep learning. Mask R-CNN, originally designed for instance 
segmentation and object detection, has been extended to 
support human keypoint detection, serving as a strong 
foundation for pose-based safety analysis[1]. For example, 
Jung et al. introduced a method that integrates Mask R-CNN 
instance segmentation with IMU data to detect moving objects 
using a single moving camera[2]. Similarly, monocular 
camera and IMU fusion has been used for real-time sensor 
pose tracking, mitigating drift and improving stability[3]. 
Depth-enhanced pose estimation using time-of-flight (ToF) or 
stereo vision has also gained traction. Methods that fuse ToF 
with stereo matching achieve more accurate high-resolution 
depth maps through efficient data integration[4,5].   

Despite these advancements, existing frameworks seldom 
focus on static image-based skeleton pose estimation within 
industrial safety contexts, particularly leveraging stereo depth 
to quantify proximity to danger zones. 

This study proposes a novel framework, termed Stereo 
Vision-Based Skeleton Pose Estimation with Proximity Index, 
which integrates stereo camera-derived depth maps with 2D 
pose estimation to calculate a Proximity Index (PI). The PI 

quantitatively evaluates the three-dimensional distance 
between human body joints and predefined risk areas.  

II. PROPOSED METHOD 
This section describes the proposed approach for skeleton-

based pose estimation and proximity index calculation using 
stereo vision. The method is designed to detect potentially 
hazardous situations in indoor environments by combining 
depth information and human pose keypoints extracted from 
stereo image pairs. 

A. System Overview 
The proposed system employs a ZED 2i stereo camera to 

capture synchronized left and right RGB frames along with a 
disparity map. The stereo disparity is converted into a depth 
map, which provides per-pixel distance information in metric 
units. A 2D human pose estimation model is applied to the left 
RGB image to extract body keypoints K, where each keypoint 
ki is associated with a pixel coordinate (u,v). 

Using camera intrinsic parameters (fx, fy, cx, cy) and the 
depth value for each keypoint, the 3D position 𝑃𝑃𝑖𝑖  in the 
camera coordinate frame is computed via: 

 𝑋𝑋𝑖𝑖 = (𝑢𝑢𝑖𝑖−𝑐𝑐𝑥𝑥)∙𝑑𝑑𝑖𝑖
𝑓𝑓𝑥𝑥

, 𝑌𝑌𝑖𝑖 = (𝑣𝑣𝑖𝑖−𝑐𝑐𝑦𝑦)∙𝑑𝑑𝑖𝑖
𝑓𝑓𝑦𝑦

, 𝑍𝑍𝑖𝑖 = 𝑑𝑑𝑖𝑖  () 

B. Proximity Index Definition 
The Proximity Index (PI) is introduced to quantify the 

closeness of a detected person to predefined hazardous zones 
or objects. Given the 3D coordinates 𝑃𝑃𝑖𝑖  of all keypoints and a 
set of reference points 𝑟𝑟𝑗𝑗  representing hazard locations, the 
minimum Euclidean distance is computed: 

 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = min
𝑖𝑖,𝑗𝑗

‖𝑃𝑃𝑖𝑖 − 𝑟𝑟𝑗𝑗‖2 () 

The Proximity Index is then normalized into a range [0,1] 
: 

 𝑃𝑃𝑃𝑃 = max
 

(0,1 − 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚
𝑑𝑑𝑡𝑡ℎ

) () 

where 𝑑𝑑𝑡𝑡ℎ is a threshold distance defining the boundary of 
the safety zone. PI value close to 1 indicates a high-risk 
proximity, while a value near 0 indicates a safe distance. 

C. Processing Pipeline 

The processing flow of the proposed method is as follows: 

1. Stereo Image Acquisition: Capture synchronized 
stereo RGB frames and disparity map using ZED. 
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2. Depth Map Computation: Convert disparity map 
to metric depth map. 

3. 2D Skeleton Extraction: Apply pose estimation 
network to detect keypoints in the left RGB image. 

4. 3D Keypoint Reconstruction: Use camera 
intrinsics and depth values to obtain 3D 
coordinates for each keypoint. 

5. Proximity Index Calculation: Compute the 
minimum distance to hazard zones and normalize 
to obtain PI. 

6. Alert Generation: Trigger warnings if PI exceeds 
a predefined safety threshold. 

III. EXPERIMENTS 

A. Experimental Setup 
The proposed method was implemented in C++ on a 

Windows 11 workstation equipped with an NVIDIA RTX 
4080 Ti GPU. A ZED 2i stereo camera was used to acquire 
synchronized left and right RGB images and disparity maps. 
The 2D pose extraction module uses a pretrained pose 
estimator executed on the left RGB image; mapping to 3D is 
performed using per-keypoint depth values from the ZED 
depth map and camera intrinsics. The Proximity Index (PI) 
computation and safety logic are implemented in C++ for real-
time evaluation. 

Data were collected in an office environment that emulates 
typical indoor industrial settings (tabletops, chairs, stationary 
equipment, and defined restricted areas). Ten independent 
acquisition runs were performed; each run consisted of 
multiple static frames captured while subjects simulated 
typical and risky behaviors (approaching restricted zones). 
Ground truth for "risky proximity" was labeled manually by 
an expert based on known hazard zone boundaries. 

B. Evaluation Metrics 
For comparison, a representative baseline method was 

selected that reflects common practice in pose-based 
proximity detection: 

Baseline: 2D Pose Estimation with 2D Proximity Metric 
— a framework that uses the same 2D pose estimator but 
computes proximity using only image-plane distances 
between 2D keypoints and projected 2D hazard ROI. This 
baseline omits any depth information and uses heuristic 
thresholds on pixel distance to classify risky proximity. 

Precision is used as the primary metric to measure the 
correctness of hazardous-proximity detections: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 

For each acquisition run the precision was computed; 
aggregate statistics (mean and standard deviation) were 
calculated across the 10 runs. 

C. Results 
The following fig.1 shows a prediction of the precision 

values across 10 acquisition runs for both the Proposed 
method (Stereo + PI) and the Baseline (2D Pose only). The 
baseline method shows mean precision 0.802, StdDev  0.036, 
otherwise the proposed method shows mean precision 0.896, 
StdDev 0.022. 

 
Fig.1 Precision Result of the Experiments 

IV. CONCLUSION 
This paper proposed a stereo camera–based hazardous 

proximity detection method that integrates 2D human pose 
estimation with depth-enhanced 3D keypoint reconstruction 
and a Proximity Index (PI) metric. The method leverages per-
keypoint depth information from a ZED stereo camera to 
overcome the scale and distance ambiguities inherent in 
purely image-plane approaches. 

Experiments demonstrated that the proposed approach 
consistently outperformed a conventional 2D proximity-based 
baseline, achieving higher precision and lower variance across 
multiple acquisition runs.  

Future work will extend the method to handle dynamic 
environments with moving cameras, integrate multi-camera 
fusion for occlusion handling, and evaluate the approach in 
industrial scenarios with more diverse hazard zone 
configurations. 
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