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Abstract—Among many factors in group-level decision making,
communication between agents are significant to learn cooperative
behavior, because it determines the tendency of actions of the
agents in the group. Unlike conventional multi-agent reinforcement
learning (MARL) algorithms which assumes ideal, static commu-
nication environment, this paper proposes Graph Convolutional
Reinforcement Learning (GCRL), which utilizes Graph Convo-
lutional Neural Network to analyze the communication status
between the agents. Experiment results shows the potential of
the proposed GCRL, in terms of maximized reward.

Index Terms—Multi-agent Reinforcement Learning, Graph
Convolutional Neural Network,

I. INTRODUCTION

Group-level decision making has been a topic of continuous
interests, but still remains as a challenging task in many
field such as platooning in autonomous driving, multi-robot
cooperation and so on [1], [2]. This is because normally
in group, there is a limitation for obtaining information of
the others, as described in Fig. 1. To handle this problem,
multi-agent reinforcement learning (MARL) is proposed [3].
In particular, centralized-training-decentralized-execution struc-
ture (CTDE structure) enables efficient gathering of infor-
mation and training, significantly increasing the performance
of the group-level decision making. However, many MARL
algorithms often rely on optimistic viewpoint such that com-
munication and sharing information between the agents are
always possible [4]. Considering that communication between
the agents is affected by many factors such as distance, channel
status and delay, studies on realistic multi-agent control should
be proceeded without such strong assumption. Specifically, real-
istic MARL algorithm should consider the fact that information
sharing between the agents can only be done partially, within
the communication range.

Based on the fact that communication between the agents
can be mathematically expressed as graph, graph neural net-
work (GNN) has been integrated with classical reinforcement
learning (RL) algorithms to increase RL’s applicability in real-
world settings with communication constraints. In particular,
graph convolutional reinforcement learning (GCRL) is the first
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Fig. 1: A schematic illustration GCRL. In realistic scenario,
agents can share information with only the ones within the
communication range. GCRL captures this characteristic using
GNNs.

algorithm that adopts GNN to utilize communication informa-
tion of the agents [5]. This paper examines the performance
of the GCRL algorithm with other baselines in autonomous
driving environment. By experiments in the situation where
information sharing between the objects are limited, this paper
analyzes GCRL algorithm’s potential and characteristics.

II. PRELIMINARIES

A. Graph and Graph Convolutional Neural Network (GCN)

A graph G = ⟨V,E⟩ is composed of vertices V and edges
E. Each i-th node in the graph has its node value ni. The
main difference between graph and other type of data is that it
describes the relationship between the nodes using edge eij . An
adjoint matrix Aij = eij , is another expression for the graph.

GCN is a special type of neural network, which is designed to
process graph-type data [6]. GCN generalizes the notion of the
convolution, which has been utilized in many machine learning
fields after the advent of convolutional neural network (CNN).
Consider a matrix H whose row vectors are the node values of
the graph G. Graph convoltution over a graph G with its adjoint
matrix A is defined as follows,

H ′ = σ(AWH), (1)

where σ and W are activation function and matrix of trainable
parameters, respectively. Graph attention network (GAT) is
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Fig. 2: An schematic illustration of GCRL.

another type of GCN, which combines information of the
neighbor nodes with weights [7]. Graph convolution in GAT
is defined as follows,

H ′ = σ(
∑

αiWHi). (2)

where Hi denotes the i-th column vector of the H . By adopting
another trainable parameters αi, GAT allows having different
importance to the neighboring nodes. This paper selects GAT
to enable GCRL, which can effectively model the dynamics
between the agents, where the importance of the information
can vary across the agents.

B. Related Work

Before learning-based control, decision-making systems
among groups mainly used rule-based and optimization-based
approaches [8]. Rule-based approaches, such as finite state
machines and behavior trees, provided efficient methods to
interpret agent behavior [9]. On the other hand, optimization-
based approaches, such as Distributed Constraint Optimization
Problems (DCOP), offer the advantage of formalizing inter-
actions between agents into mathematical models, providing
mathematically guaranteed optimal solutions [10]. Although
both of these methods provide an efficient interpretation of
agents in structured environments, they also suffer from insta-
bility in dynamic and uncertain environments [11].

To address this issue, learning-based methods emerged,
which allow agents to make decisions independently through
interaction with the environment. In this way, learning-based
methods have the advantage of demonstrating superior perfor-
mance even in complex environments [12]. In particular, MARL
is a prominent example of these learning-based control. Unlike
existing methods, it demonstrates superior performance even in
environments with an increasing number of agents or increased
complexity.

However, these methods normally utilize interpretable,
crafted data, such as images or grid-based states [13]. In many

cases, real-world data is graph-based, making it difficult to
process using conventional neural network architecture [14].
Special types of neural networks such as GCNs and GAT are
utilized to process graph-structured data. Graph-based learn-
ing methods not only have the advantage of being able to
learn graph-shaped data similar to real-world data, but also
structurally respond to increases or decreases in the number
of agents [15].

III. ALGORITHM DETAILS

A. System Modeling

This paper utilizes MAgym’s TrafficJunction10-v0
environment, where 10 cars are cooperating with each others
to reach their destination without collisions. Each car can only
observe 3× 3 tiles surrounding it. When car is noticed in the
range of the observation, each car’s id, current location in 2D
and the destination are obtained.

B. Graph Construction

This paper constructs a graph of the agents, using the state
information. k-th node represents k-th car and node value of
that node is state of the k-th car. Because each k-th car can only
observe 3× 3 tiles surrounding it, the cars within the range
are connected to the k-th car. Its edge value is set to be 1.
Otherwise, for cars that not in the observation range, edge value
is set to be 0, meaning they are disconnected to the k-th car.
Node value of k-th car is then a vector contains the information
about each car’s id, current location in 2D and the destination.

C. Neural Network Architecture

As illustrated in Fig. 2, this paper utilizes structure simi-
lar to CommNet [4]. Firstly, each agent’s state informations
s1t , · · · , sNt are encoded via encoder, changing them to latent
variables h1

t , · · · , hN
t . After that, GCN performs graph con-

volution to those latent variables, yielding ĥ1
t , · · · , ĥN

t . By
this procedure, adjacent agents are sharing their information.
Finally, multi-layer perceptron and softmax activation function
are applied to the latent variables, resulting actions a1t , · · · , aNt .

D. Training

Training is done by similar manner with DQN. The overall
network is trained by the information gathered from the clients.
Here, current graph structure Gt and graph structure of next
timestep Gt+1 are also gathered. Then, Q-value considering the
graph structure Q(st, at|Gt) is updated using Bellman equation.
Using this Q-value, each agent decides which action to perform.

IV. PERFORMANCE EVALUATION

A. Experiment Setup

For the comparison, this paper selects representative MARL
algorithms MADDPG and CommNet [16]. For both MADDPG
and CommNet, this paper selects actor-critic structure.
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TABLE I: A comparison between the graph-based MARL
algorithms with conventional RL algorithms.

MADDPG CommNet GCRL
Results -130.7 -83.1 -22.3
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Fig. 3: Normalized rewards of the graph-based RL and conven-
tional MARL algorithms.

B. Experiment Results

Performance Analysis. As described in Fig. 3 and Table
I, the graph-based RL algorithms shows higher performance
and convergence compared to other MARL algorithms, even
when the information sharing between the agents is limited.
In particular, the proposed GCRL achieves 82.9% and 72.3%
higher performance compared to MADDPG and CommNet,
respectively. This shows that the proposed graph-based RL al-
gorithm well overcomes the limitations of partial observability.
In addition, failure of the CommNet algorithm implies that
overall information of the agent can be redundant in decision-
making.
Effect of the GNN layer. In addition, as described in Fig. 4,
as the number of the GNN layer increases, the performance
of the proposed GCRL decreases. This is because due to the
characteristic of GCN, N -layer GNN implies that the agent can
utilizes other agent’s information using N -hop transmission.
This result also implies that other agent’s information can be
redundant in decision-making.
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Fig. 4: Normalized rewards of the proposed algorithm varying
the number of GNN layers.

V. CONCLUDING REMARKS

To enable MARL in real-world settings, limitations in com-
munication between the agents must be considered. This paper
examines GCRL, which adopts GCN to model the commu-
nication status and information sharing between the agents.
Experiments verifies that the proposed GCRL can achieve
multi-agent cooperation under the communication constraint,
realizing MARL in realistic communication settings.
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