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Abstract—Communication systems such as satellite commu-
nication (SATCOM) systems operate in regulated frequency
bands and are often separated based on the radio service to
control the interference. The satellite-to-earth link can be studied
using a software-defined radio (SDR) by capturing and storing
the satellite data. This paper aims to create a methodology
that can be used to capture and model satellite traffic in a
desired frequency band. We cover the testbed setup to capture
the satellite signals, the necessary processing steps to extract
useful information from the captured data, and the spectrum
occupancy modeling. The short-time Fourier transform (STFT)
and density-based spatial clustering of applications with noise
(DBSCAN) algorithm are used to packetize the captured satellite
data. The holding, idle, and inter-arrival times were obtained
to determine the occupancy rate and occupancy duration over
a one-week period. Using these empirical quantities, satellite
packet traffic was generated and compared to the experimental
data.

Index Terms—SATCOM, traffic modeling, SDR, DBSCAN,
occupancy rate, occupancy duration.

I. INTRODUCTION

The SATCOM sector has thrived due to its geographical ad-
vantage over terrestrial alternatives, with low-latency satellite
broadband services now available for consumer use [1]. The
radio frequency (RF) bands for satellite services are regulated
by the International Telecommunication Union (ITU) with
services including the global position system (GPS) in the
L-band, television and radio broadcasting in the S-band, and
high-throughput applications in the X and Ku-bands [2].
Satellite traffic in the satellite-to-earth link would therefore be
different; dependent on the satellite service application (low
vs. high data rate), the operator of the satellite (military vs.
commercial), and the sharing of RF resources between the
geostationary orbit (GEO) and next-generation low Earth orbit
(LEO) satellites [3].

The RF resource is shared by terrestrial and non-terrestrial
services but is limited in nature with minimal RF overlap to
better manage the interference between services. However, the
spectrum can be under-utilized due to end user application
requirements (streaming vs. burst), spatial separation, and
time of day. To improve spectrum sharing, accurate spectrum
occupancy models are required as they can quantify useful
traffic characteristics of the service such as the occupancy rate
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and occupancy duration. With increased attention in satellite
service areas, understanding this spectrum usage can assist in
RF coexistence efforts with terrestrial services in the same
RF spectrum. Furthermore, dynamic spectrum access (DSA)
can utilize such models to facilitate this spectrum sharing.

We measured the satellite activity in western Melbourne,
Australia, to produce models for the satellite-to-earth Inmarsat
link in the 1540 MHz band. Our key contributions are
the framework for experimental satellite channel spectrum
occupancy, the testbed development and modeling, and the
results that provide knowledge into the spectrum utilization
of practical SATCOM links for the given band.

II. LITERATURE REVIEW

Spectrum management issues licenses or authorizations for
spectrum use based on the spectrum monitoring of channel
and band usage, which include channel availability statistics
to form the spectrum occupancy [4]. Unlike this traditional
spectrum management, cognitive radio (CR) and DSA wish
to utilize the spectrum more dynamically to improve the
spectrum occupancy with minimal additional overhead. The
spectrum monitoring information is still used to make in-
formed decisions which has motivated many measurement
campaigns globally [5]-[7]. The satellite measurements found
in these studies evaluated frequencies in the ultra high fre-
quency (UHF) band (300-3000 MHz) where radionavigation,
mobile, broadcasting, and Earth exploration satellite services
are present above 1000 MHz as per the ITU frequency
allocations. In each case, the satellite bands were considered
as one frequency range to simplify the studies where a thresh-
old (energy or power) was used to determine the spectrum
occupancy. However, the satellite signal may be too weak for
these studies due to the large propagation distance.

The spectrum data was showcased in the frequency domain
as it is a good way to observe spectrum occupancy [4]
where they used varying thresholds per band [5]. However,
the spectrum occupancy is dependent on the threshold value
chosen due to false alarms and missed detections [8]. The
mean spectrum occupancy per band was usually reported
on which may not be suitable for practical CR applications.
Furthermore, incorporating the time domain along with the
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Fig. 1. Testbed architecture for capturing Inmarsat satellite signals in the L-band at 1540 MHz: a) The physical implementation of the testbed using commercial

off-the-shelf devices (COTS); b) The spectrum data capturing pipeline.

frequency domain is useful for an analysis over short pe-
riods of time [4] which would improve DSA efforts, e.g.,
the STFT can be used to transform a signal to the time-
frequency domain. Lastly, models can be developed from the
spectrum management information to assess spectrum sharing
by analyzing the probability of interference [4].

III. SYSTEM MODEL

A range of satellite services operate in the L-band globally
such as GPS and the Inmarsat network [2]. In Australia, the
Australian Media and Communications Authority (ACMA)
hosts a database of frequency licenses that was used to
confirm Inmarsat L-band satellite activityl. Therefore, satellite
traffic can be easily captured using a SDR and antenna.

A. Experimental Testbed

The testbed architecture for capturing and storing Inmarsat
L-band satellite activity is depicted in Fig. la. The testbed
uses an active L-band patch antenna with an internal low
noise amplifier (LNA) to produce a sufficiently high-gain
and wide-beamwidth antenna. The antenna, with sufficient
elevation, can be positioned perpendicular to the ground or
pointed towards the satellite for optimal modeling.

A range of SDRs can be utilized for capturing RF signals,
each with varying hardware interfaces and performance. The
chosen SDR was the RSPduo by SDRplay due to its good
receiver performance at an affordable price and includes an
inbuilt bias T to supply power to the active antenna [9]. The
RSPduo is connected to a computing device (laptop) via a
USB interface for its power supply and data sink.

A computing device controls the RSPduo via the vendor
software SDRuno to perform a range of tasks such as monitor-
ing and capturing the spectrum [9]. SDRuno supports 32-bit
waveform audio file (WAV) formats to store the uncompressed
spectrum data [two 16-bit channels for the in-phase and
quadrature (I/Q) signal] to an external hard drive disk (HDD).

IThe license number 10247442/1 belongs to Inmarsat Solutions B.V
(Aerospace) which authorizes communications with INMARSAT-4A 143.5E
at a center frequency of 1.5403 GHz and bandwidth of 1000 kHz.
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B. Signal Model

The spectrum capturing pipeline is depicted in Fig. 1b. The
received RF signal at a center frequency f. is given by,

y(t) = a(t; fe) +n(t) ¢))

where a(t; f.) is the received satellite signal at the carrier
frequency f. and n(t) is the additive white Gaussian noise
(AWGN) at the receiver. The RSPduo hardware applies a
high pass filter (HPF) to attenuate RF signals below 1000
MHz before a L-band LNA in the range 1450-1675 MHz
is applied by the MSil1001 tuner [10]. The MSil001 tuner
then performs the quadrature downconversion to produce the
analog in-phase §;(¢) and quadrature §g(¢) components that
are filtered. Afterwards, the output is amplified and passed
to the MSi2500 14-bit analog-to-digital converter (ADC) and
digital signal processing (DSP) unit to produce the digitized
samples § = yr[n] + jyg[n| that are sent to the computing
device via USB for post-processing.

IV. FRAMEWORK FOR EXPERIMENTAL SPECTRUM
OCCUPANCY ANALYSIS

We captured the L-band satellite traffic over a one-week
period which started on December 14 (Saturday), 2024, and
finished on December 20 (Friday), 2024. The Coordinated
Universal Time (UTC) was used to initiate the captures and
will be referenced to herein. We decided on eight one-hour
observation periods to examine the traffic behavior at 1540
MHz over a 1 MHz bandwidth, with the start of each period
listed in 24-hour time: i) 00:00, ii) 03:00, iii) 06:00, iv) 09:00,
v) 12:00, vi) 15:00, vii) 18:00, and viii) 21:00. Therefore, a
total of 56 observation periods will be used for modeling.

The file size for each observation period will be approxi-
mately 14.4 GB when using a sampling rate f; of 1 MHz.
However, SDRuno will create four files per observation period
due to the 32-bit WAV format file size limit of 4 GB. The
total storage requirement is 806.4 GB which allows us to store
all the uncompressed spectrum data to a 1 TB HDD for later
processing.
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Fig. 2. Data processing flowchart to extract the holding, idle, and inter-arrival
times based on the recorded I/Q data that was collected using the testbed.

A. Data Processing

We have summarized our data processing methodology
in Fig. 2 which extracts the key temporal properties of the
satellite channels, over all observation periods, from the mea-
surement campaign for later modeling. We utilize MATLAB
to execute the data processing steps. We read continuous
blocks of N, samples from the large set of samples in 7,
that is stored in the HDD, to generate the STFT for our
analysis where we define this signal block as x[n]. We use
a Nppr point discrete Fourier Transform (DFT) on multiple
signal blocks of M time domain samples with a windowing
function w[m| where 1 < m < M, using a hop size of
H between DFTs blocks to produce a signal overlap of
(M — H) samples for the STFT signal. The window will
dictate the time and frequency resolution of the STFT such
that narrow windows (small M) will have improved time
resolution at the cost of a lower frequency resolution as the
DFT is used on less samples, and vice versa. The STFT output
of x[n], given by X[k,!], is a Nppr X N; size matrix with
Nppr frequency-rows of width Af = f;/Nppr Hz and
Ny = |[(N, — (M —H))/(M — (M — H))| time-columns
with length At = N, /(fsN¢) seconds, where 1 <[ < Npprp
and 1 < k < Ny;. The other STFT parameters were set to
Nppr = 2048, M = | f;/1024]| using a Hamming window
function, and H = M for zero overlapping samples. We can
calculate the normalized power spectral density (PSD) by

_ Xk XK, 1)

Plk,1] = :
11 foXom—y wlm]
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where X*[k, (] is the conjugate of X[k, ]. The total energy
for the M-point time domain window samples in w[m] was
obtained using Parseval’s theorem to scale the PSD. The PSD
values are converted to dBm/Hz using 10log;,(P) as we
believe that SDRuno scales each 1/Q value to mW during
I/Q recording. By applying the threshold 7 to every element
in P, we can obtain a binary matrix B which can reveal the
spectrum usage in time and frequency as

TABLE I
CHANNELS IN THE CHANNEL MASK GIVEN AS FREQUENCY BINS AND
FREQUENCY RANGES

Channel Number Freq. Bin Range (l-values) Freq. Range (MHz)

e=1 600-680 1539.79-1539.83
c=2 680-750 1539.83-1539.87
e=3 1030-1080 1540.00-1540.03
c=4 1080-1110 1540.03-1540.04
c=5 1220-1300 1540.10-1540.13
c=26 1300-1360 1540.13-1540.16
e=T7 1520-1600 1540.24-1540.28
c=38 1600-1660 1540.28-1540.31
< .
Blk 1] = Plk,1] > n, occupied (1) 3)

P[k,1] <n, background (0)

The value of  was 3 dB above the thermal noise power at
30 degree Celsius with the bandwidth equal to f; and RSPduo
noise figure (NF) of 4.3 dB at 1500 MHz [9], resulting in
n = —106.49 dBm. The noise power distribution of the
testbed could also be used to determine 7 [8] by recording
noise samples under clear sky conditions facing away from
the satellite or in a shielded room at the target frequency.
Two uncertainty conditions can occur: i) strong noise crossing
n which is a false alarm; ii) weak signals falling below 7
which is a missed detection. To improve B, a trained machine
learning agent could be used to better detect the signals [11].

B. Data Clustering

We follow a similar procedure that is outlined in [8] to
form packets from B. We present in Fig. 3 the key steps
that were shown in Fig. 2 and further discuss them here.
We used a channel mask C' as the traffic in this band was
observed to have channels unlike the Industrial, Scientific,
and Medical (ISM) band as was done in [8]. This can improve
the results of the clustering algorithm for close groups, reduce
the computational burden of the clustering algorithm due to
a reduction of data points, and improve temporal property
extraction. C'is a Np g X Ny size binary matrix, initialized to
all zeroes, with many grouped all-one row-vectors to represent
a channel ¢ out of N, channels. The observed channels are
provided in Table I. We obtain the matrix A = B A C by
using the logical AND operator element-wise.

The DBSCAN algorithm created the packets using only
three parameters: i) the data as a set of time-frequency index
pairs {61,605, ...,0p} where 0, = (k,1) : A[k,l] = 1 is the
u-th time-frequency pair out of the total U < Nppr Ny pairs
that is above the threshold 7 to satisfy the condition in (3). ii)
The maximum search radius € with ¢ = 4 being used. iii) The
minimum number of required points in the search radius is
= |In (U)] which is a heuristic [8] that dynamically adjusts
the requirements to form a cluster.

With these three parameters, DBSCAN produces the set of
clusters {¢1, d2, ..., oy} where ¢, = {01,602,....,02} : p <
Z < U is the v-th cluster. DBSCAN also returns the noise
cluster which we do not use. The clusters are regrouped if



1534.5
15344 B =
100 g
15343

110 15342

1534.1

wier Spectral Density (dBr/Hz)

1540.0

130

Frequency (MHz)

140 £

200 300 400 500 600 700 800 900
Time (ms)

100 200 300 400 500 600 700 800 900 100

Time (ms)

15345
15344
5
15343 -
_ _ 15342
z z -
S5 S 15341
g 4 gwmu
El 515399
- “ w08 -
15307 1530,
1539.6 1539.6
1539.5 T 1530.5 T
100 200 300 400 500 600 700 800 900 100200 300 400 500 600 700 800 900
Time (ms) Time (ms)

g
s
g
5
g

Frequency (MHz)

Mask (1

1540.0

1539.9

Frequency (MHz)

1539.8

1534.5 15345
15344 = 15344 7
15343 H] 1534.3 T H
15342 F 15342

1534.1 2 1534.1 oon. =

1530.7 : 1530.7 -
1539.6 & 1539.6 =
1539.5 e 1539.5 s - -

100 200 300 400 500 600 700 800 900 100 200 300 400 500 600 700 800 900

Time (ms) Time (ms)
15345 15345
15344 15344
5 5343
15343 - 15343 -
15342 15342
- £ 1534 -

15341 S 15341
1540.0 B 1540.0
15399 515399
1539.8 - = 1308 -
15307 1539.7
1539.6 1539.6
15305 b sl

100200 300 400 500 600 700 800 900 100200 300 400 500 600 700 800 900

Time (ms) Time (ms)

Fig. 3. The data clustering algorithm with the key steps highlighted to model L-band satellite traffic. (a) is the PSD P[k, ] in dBm/Hz given in (2). (b) is the
binary matrix Blk, [] given in (3). (c) is the channel mask C'. (d) is the logical AND operation between (b) and (c). (e) is the initial output of the DBSCAN
algorithm with the noise cluster represented by -1°. (f) is the output of the DBSCAN algorithm without the noise cluster followed by a regrouping of clusters
with small temporal separation in the same channel. (g) is the cluster rejection step to retain significant clusters. (h) is the output of the outlier filter.

a small temporal separation between clusters at the same
frequency range was found, which was due to some long
(time) but narrow (frequency) signals. We achieve this by
determining the start and end time k-values for each cluster
(packet). The start time of ¢, was found using

ks = mkln(qsv) = mkin({ela 02a (X3} QZ}) (4)
and the end time of ¢, was found using
ke = IHI?X((ZSU) :mkax({gla02v"'702})' (5

Clusters are discarded if they do not satisfy Z > 2p as they
are deemed to be additional noise clusters that formed due to
the false alarm uncertainty. Lastly, an outlier filter discards
any pairs in a cluster where the time or frequency value was
1.5 points above the upper or below the lower quartile.

C. Temporal Formatting of Spectral Data

To extract the temporal statistics from these clusters, we
used two block read counters to: i) read from the current file
in one observation period; ii) keep track of the total block
read number across the four files to determine the elapsed
time. We use (4) and (5) for each cluster that is contained
within each channel. We translate the column indexes to a
time value using T'(k) = kAt 4+ Ty where Tj is the total
block read number. The values obtained from this translation,
using kg and k. for the given channel’s cluster, are stored in
T. = {{Tx1,Ten}, .. {Ty,n,, Te.n, } } where T, contains
all the start (73) and end time (7,) values for channel ¢ in
one observation period, with a total of IV, packets identified
in c. Both counters are incremented after all channels and

clusters have been processed. The first counter resets to 1
when the next file in the observation period is being read.

Due to the block-by-block read approach undertaken, there
is a high possibility of signals being ‘split’ across one or more
reads. We can detect this in the channel’s T matrix, i.e., we
can logically test if the end time of packet T, is equal to
the start time of the next packer T (1) in T.. When true,
Top is set to Tg (pq1) With the packet {7 (p11), Te,(p+1)}
being discarded from T.. Therefore, we apply this process
for 1 < p < N, for each channel c.

V. INMARSAT SATELLITE-TO-EARTH SPECTRUM
OCCUPANCY MODELING

Recall that eight one-hour observation periods were cap-
tured per day over a week. For each observation period, the set
{T1, Ty, ..., Tn,} stores the packets for channels 1 < ¢ < N,
over one period. We use three traffic properties to model the
satellite traffic in the 1540 MHz band based on these packets,
namely the holding, idle, and inter-arrival times. Briefly, A
channel can be assumed to be in one of two states: idle or
busy. The time spent in the busy state before a transition back
to the idle state is the holding time (7%). Then, the time until
the next transition from the idle state to the busy state is the
idle time (77). Finally, the inter-arrival time (774) is the time
interval between the start of one busy state to the next busy
state. We can apply this notion here using the following:

Tap =Tep —Tsyp (6)
TI,p = TS,(p-‘rl) - Te,p )
TIA,p = Ts,(p-‘rl) - Ts,p ®)

where 1 < p < N, is a packet from T.
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Fig. 4. The experimental holding, idle, and inter-arrival time PDFs over a one-week period, for channel ¢ given in Table I.

A. Occupancy Duration Modeling

We can generate the probability density functions (PDF)
from this data, over multiple observation periods, to under-
stand the characteristics of each channel. Thus, we produced
holding, idle, and inter-arrival time PDFs for every chan-
nel over the weekdays, weekend, and the one-week period.
However, the PDFs for these were very similar; with slight
variations to the height of the bar due to the data size in
each grouping. To verify this, the PDFs for each observation
period was reviewed per channel which confirmed the results.
Furthermore, the signal strength in ¢ = 2 partially fell below
1 during observation periods 15:00 and 18:00 which resulted
in missed detections; many significant clusters were formed
that could not be corrected in the regrouping stage due
to the temporal spacing of the clusters. To address this, a
dynamic threshold and a larger ¢ value could be applied to
¢ = 2 for improved results but is unnecessary here given
the other consistent PDFs. Therefore, we omit the data from
observation periods 15:00 and 18:00 for ¢ = 2 and only
showcase in Fig. 4 the PDFs for the one-week period.

The PDFs in Fig 4 were generated using bin widths of
31.25 ms with the first bin width being half this value as
negative time has no physical meaning in this context. The
reason for such small bin widths is due to the short packet
bursts in ¢ = {1,5,7} and very short idle times in ¢ = 4.
The holding times for ¢ = {2,3,4,6,8} appear to be static
throughout the one-week period while ¢ = {1, 5,7} have two
distinct holding times with the shorter holding time occurring
approximately twice as often. Likewise, ¢ = {2,4, 6,8} have
two distinct idle times that appear to occur equally while
c 3 has only one idle time. However, ¢ {1,5,7}
have multiple idle times with the shortest idle time occurring
more often. An interesting observation that can be made here
is that ¢ = {5,7} and ¢ = {6,8} show nearly identical
PDFs with very small differences in the heights of the bars.
We can further compare these by evaluating the occupancy
rates and Lempel-Ziv complexity (LZC). However, the exact
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reason for this is unknown, but we can speculate on the
potential circumstances that could result in such observations,
e.g., the measurement location could be between overlapping
satellite beams from the Inmarsat GEO satellite. To verify
this, we took brief measurements in Melbourne and Sydney
simultaneously and noticed that ¢ = {7,8} was absent from
both captures. However, retaking measurements at the original
measurement location still showed ¢ = {7, 8}.

B. Occupancy Rate Modeling

The spectral occupancy rate provides useful information on
the average utilization of the spectrum in time over a fixed
period. The occupancy rate can be calculated by

N,
Zp:pl TH:p

P

R(c) = x 100 9)
where R(c) is the occupancy rate (as a percentage) of channel
c and T, is the observation recording time integer in seconds.
The mean spectrum occupancy results are shown in Fig. 5 for
every channel with the standard deviation bars provided. We
can see that all the channel occupancies are fixed over time.

We can extend this by calculating and comparing the LZC
against the channel occupancy rate. The LZC shows the
uncertainty or randomness in time series data and is used here
to measure the burstiness of the channel occupancy over time,
with the calculation of LZC detailed in [12]. We can obtain a
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binary sequence, that represents the spectrum usage, from T,
by converting every {7 ,, 11, } pair to a sequential series of
I’s (busy) and O’s (idle) using At. The binary sequence for
channel c is then divided into sub-sequences of length 10000,
which the LZCs and channel occupancy rates are calculated
from. The results of this process are given in Fig. 6 for every
channel. The channels with similar patterns cluster together,
showing overlapping LZC-occupancy rate values. The overlap
indicates that the channels have similar traffic behaviors, e.g.,
Fig. 6 reveals the same aforementioned observation where
¢ ={5,7} and ¢ = {6, 8} show nearly identical patterns.

VI. TRAFFIC MODEL SIMULATION

Simulating a SATCOM system is important to create prac-
tical research outcomes, applicable to CR, DSA, and machine
learning. A method to simulating one of the SATCOM
channels here is by generating a series of {Ty, 71} pairs
for a desired IV, or time interval. We can generate these
values by using the inverse cumulative density function (CDF)
sampling method. We simulate N, = 1.5 - 105 packets for
channels ¢ = {1,4} using their experimental discrete PDFs.
The time values chosen for simulating 731 and 71 were the
center values of the PDF bins, i.e., discrete time values of
{15.625,31.2562.5,93.75,125, ...} ms. Let Ty = 0 track
the start time of the packets. Until all packets have been
processed, the random values were generated uniformly and
mapped to the CDF to find the 7§, and 17, center bin
values. The simulated packet is constructed by T;, = Tj
and T¢ , = To + Ty, where 1 < p < N,,. Lastly, the value of
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Ty is increased by Ty + 71. The experimental and simulated
PDFs are presented in Fig. 7 which are almost identical.
The simulated inter-arrival times in c 1 do not match
the experimental results because the observed traffic does not
use back-to-back ‘long’ bursts. To extend this work, synthetic
1/Q satellite traffic can be generated from these simulated Ty
and 77 values, which could have varying power levels, to be
applied to CR, DSA, and machine learning.

VII. CONCLUSION

This paper presented a framework for experimental satellite
channel spectrum occupancy measurements and modeling. We
developed an inexpensive testbed to capture satellite-to-earth
signals in the L-band and detailed the processing steps to
extract the occupancy information from the captured data
using a combination of time-frequency and clustering algo-
rithms. The experimental PDFs were created which showed
the occupancy duration of the traffic and we obtained the
occupancy rate using the packets in the satellite channels.
We generated the holding and idle times for several satellite
channels using the experimental PDFs to simulate a series of
satellite packets. The results from this paper helps researchers
to develop CR- and DSA-based SATCOM systems to better
utilize the spectrum with improved efficiency.
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