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Abstract— Action recognition is a challenging research topic
in the field of computer vision, with numerous practical
applications, including violence detection. Early detection of
violent behavior enables timely intervention, helping to prevent
or minimize the damage caused by such incidents.

In this paper, we present a multi-stage method for violence
detection. In the first stage, groups at high risk of violence are
detected using YOLO, the Deep SORT object tracking
algorithm, and a 2D CNN image classification model. In the
second stage, entropy-based features are employed to eliminate
non-violent objects that visually resemble violent ones. In the
final stage, 2D features of the remaining groups are extracted
using a Convolutional Neural Network (CNN) and then fed into
a Long Short-Term Memory (LSTM) network to determine
whether the group is engaged in violent or normal activity.

Experimental results demonstrate that, compared to
previous studies, the proposed method not only achieves
effective detection of violent behavior but also reduces false
positives, delivering strong performance suitable for real-world
applications
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I. INTRODUCTION

Violence has long been a major concern in societies worldwide. It
causes numerous negative consequences, harming physical health,
mental well-being, property, and, in some cases, even human life.
Despite the implementation of various preventive measures, violent
incidents continue to occur frequently, showing no signs of decline.

If an effective monitoring mechanism can promptly detect and alert
violent behavior, it would be possible to prevent such incidents or,
at the very least, minimize the damage they cause.

In recent years, CCTV surveillance systems have rapidly expanded
and are now widely deployed in hospitals, schools, streets, and other
public areas. However, most existing systems remain limited to
capturing and storing video data, while the actual monitoring
process relies heavily on human operators. As a result, monitoring
efficiency is low, and operational costs are high. To address these
challenges, integrating artificial intelligence (Al) into surveillance
systems has emerged as a prominent research trend, aiming to
enhance monitoring capabilities and improve operational efficiency.
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Machine learning refers to methods that automatically construct a
mathematical model using sample data, also known as training data,
enabling the system to learn from input data without the need for
explicit programming. Although machine learning has been
developed since the 1940s, its results were initially unimpressive,
mainly due to difficulties in data collection and limitations in
computational resources. By the end of the decade, advancements in
computer hardware, along with the development of the internet, had
made data collection much easier, thereby accelerating the growth
of machine learning.

Recently, a branch of machine learning known as deep learning has
emerged as one of the most powerful machine learning approaches.
Deep learning encompasses a set of advanced techniques that utilize
multi-layer neural networks, achieving remarkable results in various
computer vision tasks. This significant advancement has also
contributed to addressing challenging problems that remained
unsolved, such as violence detection.

In this paper, we propose a deep learning-based multi-stage violence
detection method using YOLO, Entropy-based classification and
CNN-LSTM video classification. The remainder of the paper is
organized as follows: Section II reviews related work. Section III
describes the proposed method. Section IV reports the experimental
results. Future research directions and discussions are presented in
Section V

II. RELATED WORK

In the literature, numerous methods have been proposed for the
problem of violence detection [1, 2, 3]. These methods focus on the
use of machine learning and image analysis.

A machine learning approach that has achieved good results is the
Fast Fight Detection method [1]. This method assumes that, in a
violent video, the regions of moving pixels have distinctive shapes
and positions. First, the differences between consecutive frames are
computed, and their absolute values are taken. Next, the resulting
image is binarized to create motion regions. The K largest motion
regions are selected for further processing. Finally, to classify these
K motion regions, parameters such as centroid, perimeter, area, and
the distances between them are calculated. Experimental results on
the Movie, Hockey Fight, and UCF-101 datasets demonstrate that
this method is effective and can be applied in real-world scenarios.
However, it is not effective for classifying videos with continuous
motion.
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Deep learning is a subset of machine learning that primarily focuses
on the use of multi-layer neural networks. Compared to traditional
machine learning, deep learning has achieved higher accuracy and
efficiency in many computer vision tasks, particularly in image
classification.

The Convolutional Neural Network (CNN) [4] is one of the most
widely used architectures for image classification. CNNs were
developed based on partially mimicking the way the human brain
works—using spatial features to classify an image. They employ
numerous learnable filters capable of automatically extracting
features from images, enabling CNNs to “see” important features
that manual feature extraction methods might fail to detect. During
training, significant features are retained, while less relevant ones
are eliminated from the system.

Although CNNs have achieved notable successe in image
classification tasks, they are not as effective for action
classification. The main reason is that an action is a sequence of
consecutive images, and relying on a single image makes it
difficult to produce an accurate prediction.

Unlike CNNs, the Long Short-Term Memory (LSTM) network [5]
was designed with the idea of mimicking human thought
processes, an aspect that traditional neural networks have not been
able to achieve. Humans do not start their thinking from scratch.

At every moment, for example, when classifying an image from a
movie, humans rely on previous images rather than only the
current one, as CNNs do. An LSTM consists of a sequence of
repeating neural network modules that mimic the way the human
brain processes information. Each module contains four different
neural network layers that interact in a special way. As a result,
LSTMs can retain information over long periods, making them
well-suited for learning from sequences of images in action
classification tasks.

Many studies have shown that deep learning can be effectively
applied to the problem of violence detection [6, 7, 8, 9]. Among
these, the most accurate and efficient approach is the combination
of CNN and LSTM [9]. First, consecutive frames are fed into a CNN
to extract features. These features are then passed to a Bidirectional
LSTM [10] to classify the sequence of frames as violent or non-
violent. This method has been tested on the Hockey, Peliculas, and
Collected Surveillance Camera datasets (the latter collected by the
authors) and has achieved very good results, making it applicable
for classifying videos with continuous motion. However, the
method’s accuracy decreases when classifying videos in which
violent scenes occupy only a small portion of the frame. For example,
in image number 2 from the PTIT dataset, the violent scene in the
video accounts for only a small area of the frame, causing the
algorithm to perform poorly.

The reason is that when using the entire image for feature extraction,
the features representing violent behavior are not sufficiently
prominent compared to other objects. To overcome this limitation,
we propose a multi-stage violence detection method using CNN-
LSTM. This model allows us to focus more closely on the locations
where violent behavior occurs, thereby achieving higher accuracy.

III. PROPOSED METHOD

The proposed violence detection method is illustrated in Figure 1.
This approach is divided into three main stages. In the first stage,
groups of people with a high likelihood of violent behavior are
detected and localized using YOLO [11], combined with the Deep
SORT [12] object tracking algorithm. In the next stage, images of

these high-risk groups from the video frames are passed to a

CNN for feature extraction. Finally, in the last stage, the extracted
features are fed into an LSTM to classify and determine whether the
group is truly engaging in violent behavior or merely normal activity.

Frame Capture

|

Object detection and tracking

High risk group classify
(2D CNN)

Motion entropy classification

Video classification
(CNN-LSTM)

None Violence

Fig. 1 Multi-stage Violence detection algorithm

A. High-risk Group Detection

YOLO [13] is employed for object detection and Deep SORT
[12] for tracking to identify groups of individuals standing in close
proximity. Segmented images of these groups are then classified by
a 2D CNN to assess their potential risk of violent behavior. All
groups classified as violent are added to a risk list for further
processing, aimed at reducing false positives in violence detection.
Fig

Violence

ouTPUT

HIDDEN LAYER 2
INPUT LAYER

Non violence

Fig. 2 High-risk of violence group classification

B. Motion Entropy Classification

Not all groups in the risk list are truly involved in violent
behavior. In many cases, it is difficult to accurately determine the
nature of the activity using a single image. As illustrated in Figure
3, certain scenes may appear visually similar to violent actions but
are, in fact, normal activities. To address this, we introduce a
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Fig. 3 Examples of non-violent activities that appear visually
similar to violent actions

lightweight yet effective classifier, termed Motion Entropy
Classification, to reduce false positives in violence detection.
Through observation, we note that violent subjects tend to move
more chaotically than normal ones, with greater variability in both
velocity and direction. We use entropy to quantify the degree of
motion chaos for each object, where a higher entropy value indicates
a higher likelihood of violent behavior.

Based on this observation, we developed a method to measure the
motion entropy of each individual within high-risk groups,
identifying those with elevated entropy as potential violent actors.
Groups containing at least one such individual are retained for
further processing, whereas groups without are removed from the
potential risk list.

The following describes the Mathematical Definition of Motion
Entropy:

Let:
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Where:
- x,): are the object’s coordinates at frame ¢

- H: is object height, we normalize object’s speed by its
height to make it independent of the camera’s viewing
distance.

- Vi is the object’s speed at frame ¢

- Otis the object’s movement direction at frame ¢

The set of object speeds and directions over the last nnn frames,
H(X)H(X)H(X), is used as a feature vector representing the object’s
motion entropy:

H(X)= [6t-n,Vt-n, Bt-n+1,Vt-nt1... O, Vt] A3)

This vector captures the temporal variability of both velocity
magnitude and direction, which is subsequently used as input to a
Support Vector Machine (SVM) classifier trained to discriminate
between individuals exhibiting high-risk violent motion patterns and
those engaged in normal, non-violent activities

C. CNN-LSTM Violence activity classification

Although CNN-based image classification produces good results
for detecting high-risk violent behavior, not all groups of
individuals standing in close proximity are necessarily engaged in
such actions. To reach a reliable final decision, an additional
processing step is required to distinguish between genuine violent
behavior and groups without violence. Motion entropy is an
effective feature, as it captures the temporal characteristics of
potentially violent subjects; however, it still has limitations,
particularly in scenarios with dynamic backgrounds where accurate
object tracking becomes challenging.

Violent behavior is a sequence of actions; therefore, it is necessary
to observe a series of consecutive frames in order to make a final
prediction. As previously mentioned, the most suitable model for
classifying such sequential frame data is the CNN-LSTM
architecture.

The CNN-LSTM architecture employs a Convolutional Neural
Network (CNN) to extract the 2D spatial features of the input
images, which are then processed by a Long Short-Term Memory
(LSTM) network to capture the temporal dependencies before
producing the final prediction.

To select an appropriate CNN model, we experimented with
several widely used architectures trained on the ImageNet dataset.
The results, shown in Table 1, indicate that ResNet18 [14]
provides the best balance between accuracy and model complexity.
Therefore, ResNet18 was chosen for 2D feature extraction. We
modified its final layer to produce a 256-dimensional feature
vector instead of the 1000-dimensional output in the original
version.

This 256-dimensional feature vector is then used as the input to the
LSTM network for violent behavior classification. The features of
high-risk regions from consecutive frames are fed into the LSTM
to extract spatiotemporal features before being passed to a Softmax
classifier to produce the final decision.

We employ a Bidirectional LSTM (Bi-LSTM) instead of a
standard LSTM to enhance temporal context modeling. The
architecture of a Bi-LSTM is illustrated in Figure 4.
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Fig. 4 BI-LSTM architecture

Unlike a unidirectional LSTM, a Bi-LSTM stores information from
both the past and the future, allowing the model to make more
informed predictions when processing sequences of violent
behavior that require temporal information from both directions.
Furthermore, we adopt a two-layer LSTM architecture because
experimental results showed that it performs better than a single-
layer LSTM. Increasing the number of layers beyond two yields
only marginal accuracy improvements, while significantly
increasing processing time
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Fig. 5 CNN-BILSTM Architecture for video classification

Figure 5, show the proposed CNN-BIiLSTM fusion
architecture for classifying image sequences to identify
human violent behavior.
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D. Experiment And Evaluation

1) Dataset

To evaluate the accuracy and effectiveness of the proposed
algorithm, we conducted experiments on three datasets:
Hockey Fight, Peliculas, and PTIT, as summarized in Table
1

Table 1. Experiment dataset
No -
Dataset #violence f#non
violence
1 Hockey Fight 500 500
2 Peliculas 100 100
3 PTIT VIOLENCE 120 90

Hockey Fight Dataset — This dataset contains both violent and
non-violent scenes from ice hockey games. It consists of a
total of 1,000 video clips, with 500 violent samples and 500
non-violent samples. Each video has a duration of 2 seconds,
and all videos share the same frame resolution. In the violent
samples, the violent action occupies most of the frame. The
videos share a common background and contain background
motion.

Peliculas Dataset — This dataset consists of both violent and
non-violent scenes extracted from Hollywood movies,
football matches, and various other events. It contains a total
of 200 video clips, with 100 violent samples and 100 non-
violent samples. Each video has a duration of 2 seconds;
however, the frame resolutions vary across the dataset. In the
violent samples, violent actions occupy most of the frame.
The videos feature diverse environments and human subjects,
and background motion is also present.

PTIT Dataset — This dataset was collected by us for research
purposes at the Posts and Telecommunications Institute of
Technology (PTIT). It consists of a total of 210 video clips,
including 110 violent samples and 90 non-violent samples.
All videos share the same frame resolution but vary in
duration. They were recorded in different contexts and at
varying distances from the camera, ranging from close-up to
long-range shots.

2) Experiment result
The experiments were implemented in Python using the
PyTorch deep learning framework, with the following
hardware configuration:

e OS: Windows 10

e CPU: Intel Core i9-10900K

e RAM:32GB

e GPU: NVIDIA GeForce RTX 4060
The evaluation was conducted on all three datasets—Hockey
Fight, Peliculas, and PTIT—using two CNN models
(ResNetl8 and VGG16 [15]) and two LSTM variants

including standard LSTM and Bidirectional LSTM. To
investigate the effect of the number of timesteps (i.e., the
number of frames fed into the LSTM for prediction) on
classification accuracy, we tested configurations with 10 and
15 timesteps. The datasets were split into 80% for training
and 20% for testing. Experimental results, expressed in terms
of classification accuracy, are presented in Table 2.

The processing times for ResNet18 with 10 and 15 timesteps
were 60 ms and 75 ms, respectively, demonstrating
suitability for real-time applications.

The results indicate that our proposed method—Fight
Region Candidate + ResNetl8 + 2-layer Bi-LSTM—
achieves the best accuracy. This approach outperforms
baseline CNN-LSTM models that do not include a
preprocessing step for suspicious region detection.
Furthermore, replacing ResNetl8 with VGGI16 yields
negligible improvement in accuracy while significantly
increasing the CNN’s computational complexity.

The experiments also show that the 15-timestep Bi-LSTM
configuration provides better accuracy compared to the 10-
timestep setting, while still meeting real-time processing
requirements

A. Conclusion and future work

Automatic detection of violent behavior is essential for
timely intervention, prevention, and early warnings, thereby
reducing potential harm to human health, property, and
psychological well-being.

This paper has presented an effective approach for violent
behavior detection by integrating 2D CNN classification,
motion entropy analysis, and a hybrid CNN-BiLSTM video
classification framework. Experimental results demonstrate
that the proposed method achieves superior performance
compared to existing approaches, while maintaining low
computational cost, making it fully suitable for real-time
applications.

For future work, we plan to extend the proposed framework
to handle more complex real-world scenarios, such as
crowded environments and scenes with severe occlusions.
We also aim to incorporate more advanced object tracking
and background modeling techniques to further improve
motion entropy estimation, as well as explore transformer-
based architectures for enhanced spatiotemporal feature
learning

In addition, we plan to collect larger and more diverse
datasets to further improve the accuracy and robustness of the
model
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Table 2. Experiment Result

Hockey Fight dataset

Peliculas dataset PTIT dataset

Model Preci | Recal FI1
sion l Score

Preci | Recal FI1 Preci F1
. . Recall
sion l Score | sion Score

Resnet18+2
1 LST™M 10 | 0.93 0.94 0.94
steps

0.86 | 089 | 087 | 0.84 0.84 0.83

Resnet18+2
2 LSTM 15| 0.95 0.95 0.95
steps

0.87 0.91 0.9 0.82 0.86 0.85

Resnet18+2Bi
3 -LSTM 10 | 0.95 0.97 0.96
steps

0.89 | 091 0.9 0.85 0.87 0.85

Resnet18+2Bi
4 -LSTM 15| 096 | 097 0.97
steps

0.9 092 | 087 | 0.87 0.88 0.87

FightRegion
Candidate +
5 Resnet18+2 0.96 0.97 0.95
LSTM 10
steps

0.9 0.91 0.9 0.9 0.92 0.92

FightRegion
Candidate +
6 Resnet18+2 0.97 0.97 0.97
LSTM 15
steps

0.93 0.93 0.9 0.93 0.93 0.93

FightRegion
Candidate +
7 Resnet18+2 0.99 0.98 0.99
BiLSTM 10
steps

0.92 094 092 | 093 0.94 0.94

FightRegion
Candidate +
8 Resnet18+2 0.99 | 0.99 0.99
BiLSTM 15
steps

099 | 097 | 097 | 097 0.99 0.98
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