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Abstract—The growing scale of distributed training highlights
the need for accurate simulation of interconnects and collective
communication. Existing simulators provide useful abstractions
but often rely on analytical models for the interconnection
networks, limiting their ability to capture cycle-level details
such as congestion and contention that can occur within the
network. In this paper, we discuss simulation framework that
are commonly used in prior work and their limitations. We
then discuss a hybrid simulator infrastructure that combines a
cycle-accurate interconnection network simulator with a system
level (MPI-driving) runtime of SST/Macro framework. This
integration enables realistic evaluation of not only large-scale
physical topologies but also logical topologies that describe the
communication algorithm and preserve collective communication
semantics required for training workloads. Although compute
and memory operations are modeled statically, the framework is
specialized for network-centric studies, offering valuable insights
into contention, topology scaling, and collective performance
in large-scale distributed training systems. In addition, the
framework can be expanded to include more detailed compute
model of the endpoints.

Index Terms—Interconnection Network, Distributed Training,
Simulation, Collective Communication.

I. INTRODUCTION

The rapid growth of large-scale distributed training has
intensified the need for accurate and scalable simulation
frameworks that can capture the communication bottlenecks of
modern interconnection networks. Existing tools [1]–[5] offer
valuable insights into parallelization strategies and commu-
nication overheads. However, they rely largely on analytical
models or high-level abstractions, which fail to capture cycle-
level congestion dynamics and contention behavior in realistic
interconnects. Conversely, cycle-accurate network simulators
such as BookSim 2.0 [6] provide fine-grained fidelity in mod-
eling router pipelines, buffer occupancy, and flow control, yet
they lack the ability to enforce application-level semantics or
execute MPI-based collectives required in distributed training
workloads.

To bridge this gap, we propose BookSim+SST, a hybrid
simulator that integrates the cycle-accurate fidelity of Book-
Sim 2.0 [6] with the MPI-driven runtime coordination of
SST/Macro [7]. This integration allows collective communi-
cation to be simulated with both application-level correctness
and network-level detail. Specifically, SST/Macro [7] executes

Fig. 1. High-level overview of integrating BookSim and SST/Macro

MPI traces or codes, enforces synchronization barriers, and or-
chestrates collectives, while BookSim [6] handles packet-level
injection into arbitrary topologies with realistic contention
modeling. Together, the framework enables cycle-accurate
simulation of distributed training networks, providing insights
into congestion, topology choice, and collective scaling behav-
ior that are otherwise inaccessible in purely analytical tools.

II. SIMULATOR COMPARISON

In this section, we compare five recent simulators focusing
specifically on how they model communication and network
behavior in distributed training. Since the accuracy and scala-
bility of these tools largely depend on their underlying network
abstraction, we highlight the strengths and limitations of each
approach. Table I summarizes the comparison across dimen-
sions such as simulator scope, network modeling fidelity,
workload input granularity, interconnect topology, supported
parallelism schemes, and scalability.

ASTRA-sim 2.0 [1] extends the original ASTRA-sim by
introducing a graph-based execution engine and hierarchi-
cal topology support. From the networking perspective, it
provides analytical models for collective communication and
can represent complex topologies such as multi-dimensional
meshes and wafer-scale fabrics. However, it relies on simpli-
fied bandwidth-latency parameters rather than cycle-accurate
simulation, which means it cannot fully capture congestion
dynamics or contention effects in large clusters.
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TABLE I
COMPARISON FOR VARIOUS DISTRIBUTED TRAINING SIMULATORS

Simulator Simulation Scope Network Modeling Input Interconnect Topology Parallelism Comm. Support Scalability

Astra-sim2.0 [1] xPU + Memory Latency/Bandwidth
model

Operator-level Hierarchical, Configurable DP, TP, PP (extensible) ˜1000

AMPed [2] xPU-only Latency/Bandwidth
model

System & paral-
lelism configs

Fat-Tree Topology DP, TP, PP, MoE ˜1000

Calculon [3] xPU + Memory Latency/Bandwidth
model

Layer-level Fat-Tree Topology DP, TP, PP ˜1000

vTrain [4] xPU-only Profiling-based La-
tency/Bandwidth
model

Operator-level Fat-Tree Topology DP, TP, PP, 3D ˜100

Echo [5] xPU-only Profiling-based Operator-level Fat-Tree Topology DP, TP, PP, 3D ˜100

BookSim+SST (Ours) xPU + Memory Cycle-accurate Operator-level Hierarchical, Configurable DP, TP, PP, 3D, MoE ˜100

AMPeD [2] adopts an analytical approach with tunable
parameters for data, tensor, pipeline, and expert parallelism.
Its network model is primarily based on high-level commu-
nication cost formulas that approximate collective overheads.
While this allows rapid exploration of different paralleliza-
tion strategies, it treats the interconnect as a black box and
lacks detailed modeling of routing, contention, or topology-
aware scheduling, limiting its usefulness for network micro-
architecture studies.

Calculon [3] is designed for high-level co-design of LLM
systems and employs parameterized analytical models to cap-
ture training efficiency. In terms of networking, it abstracts
communication through simplified estimates of data movement
cost between processors. This enables large-scale design space
exploration but does not incorporate topology-specific effects
or fine-grained collective behavior. As a result, it is better
suited for identifying global efficiency cliffs rather than ana-
lyzing detailed network bottlenecks.

vTrain [4] focuses on cost-effective and compute-optimal
training planning, with a profiling-driven framework that pro-
duces deterministic DAGs for training workloads. Its network
modeling is relatively lightweight, relying on simplified ab-
stractions of collective operations rather than detailed packet-
level or topology-aware simulations. This makes vTrain effi-
cient for exploring trade-offs in training time and monetary
cost but less capable of capturing network-level contention or
the effects of specific interconnect designs.

Echo [5] takes a hybrid approach that explicitly addresses
network fidelity. Instead of relying solely on analytical models,
Echo implements white-box modeling of collective communi-
cation kernels, including intra- and inter-server transmission
phases, and augments it with profiling data from NCCL.
Furthermore, it introduces an ML-based predictor to capture
slowdowns when computation and communication overlap,
which is often overlooked in other simulators. This makes
Echo significantly more accurate in modeling real-world com-
munication bottlenecks, though at the cost of increased com-
plexity and dependence on empirical profiling.

III. HYBRID SCALABLE INTERCONNECT SIMULATOR

BookSim 2.0 [6] is a cycle-accurate interconnection-
network simulator that models router pipelines, virtual chan-
nels, buffer occupancy, and credit-based flow control while
allowing researchers to instantiate virtually any topology (e.g.,
mesh/torus, fat-tree/Clos, dragonfly, custom graphs). Its fi-
delity makes it ideal for studying contention hot spots, path
diversity, and micro-architectural router choices. However,
BookSim operates purely at the network layer—it neither
executes MPI codes nor provides global coordination seman-
tics. In particular, collective communication requires knowing
when every participant has completed its local compute and
is ready to enter (and exit) each phase; BookSim by itself
cannot enforce these application-level barriers. SST/Macro [7]
complements this by providing a scalable discrete-event HPC
runtime that executes MPI programs, orchestrates collectives
and synchronization, and emits communication events with
application-level timing. Its built-in network models, however,
are coarser than BookSim’s and cannot expose cycle-level
congestion behavior.

We therefore propose BookSim+SST, a combined simulator
that integrates SST/Macro [7] with BookSim 2.0 [6] to run
MPI-driven, cycle-accurate network simulations. SST/Macro
executes the MPI code (or its trace), advances virtual time
through compute phases, and determines when ranks en-
ter each collective or point-to-point phase; an adapter then
translates those messages into BookSim packet streams in-
jected into the chosen topology. BookSim returns cycle-
accurate latencies and throughput under realistic contention,
and SST/Macro uses these completions to drive the application
forward, thus preserving collective semantics while main-
taining network-level fidelity. This design inherits two clear
advantages: (i) the ability to model arbitrary topologies and
router micro-architecture in detail, and (ii) correct handling of
collectives and global barriers that real training jobs rely on.
Its limitations are the flip side of its specialization: accurate
studies require MPI traces (or runnable codes) that describe the
training job’s communication, and compute/memory are repre-
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sented with static or analytical timing rather than fine-grained
device models. As such, the framework is purpose-built
for network-centric analysis of distributed training—revealing
congestion and topology effects that analytical simulators
miss—while deferring detailed compute/memory modeling to
future extensions.

IV. SUMMARY

In this work, we presented BookSim+SST, a hybrid sim-
ulator purpose-built for network-centric evaluation of dis-
tributed training. By combining SST/Macro’s MPI runtime
and collective orchestration with BookSim’s cycle-accurate
interconnection network modeling, our framework offers both
application-level correctness and micro-architectural fidelity.
This dual advantage makes it uniquely suited to investigate
congestion hotspots, topology-aware performance trade-offs,
and collective scaling in distributed training workloads.
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