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Abstract—Deep learning models for pathological classification
need to delete or reclassify existing classes according to changed
clinical criteria. To address these issues, we propose a novel
framework that guides the class to be deleted toward a non-
pathological class while robustly maintaining the performance of
the classification models.

Index Terms—Machine Unlearning, Medical AI, Pathological
Classification

I. INTRODUCTION

Recent deep learning models have achieved high accuracy
in anatomical segmentation and pathological classification by
learning complex patterns in medical imaging data such as MRI
and CT, showing applicability in clinical practice [1]. However,
the 2017 revision of the diagnostic criteria for multiple sclerosis
excluded spinal MRI from the essential requirements [2]. There
is a need to modify classes that are no longer clinically valid [3].
In this case, classification models need to reflect new diagnostic
criteria by deleting or reclassifying existing classes [4]. To
address this issue, the classification models can be retrained
from scratch by excluding invalid classes. However, securing
large-scale datasets is challenging in the medical domain, which
can lead to data scarcity issues when retraining [5]. Hence,
training with small datasets may cause overfitting and degrade
generalization performance [6].

To address these limitations, class-wise machine unlearning
has been proposed to selectively remove invalid class from
classification model [7], [8]. However, this method has a
limitation, by optimizing the invalid class with a random
class, it tends to misclassify invalid class as visually similar
existing classes [9]. In particular, medical imaging data exhibit
variability within the same class due to differences in scanning
techniques or anatomical structures, while the images from
different classes appear highly similar in visual features [3].
Therefore, removing a invalid class from trained classification
models can impair the prediction performance on the existing
classes, leading to overall performance degradation [9].

In this paper, we propose a novel unlearning framework that
can remove the influence of invalid classes in pathological
classification models. Our proposed framework defines an
invalid class as a ‘ghost class’ and reduces misclassification
by guiding them toward an existing non-pathological class.
Specifically, our proposed framework identifies the parameter
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set that is affected by the ghost class and optimizes only the
corresponding parameters by defining the non-pathological
class as the ‘target class.’ This process effectively removes the
influence of the ghost class while preserving the classification
performance of the existing classes.

In this paper, our contributions are as follows:
1) Proposal of a novel unlearning framework that guides

invalid class in pathological classification models to be
classified as a pre-specified class.

2) Proposal of a robust framework that maintains exist-
ing pathological classification model performance after
unlearning invalid class.

II. RELATED WORK

Machine unlearning refers to a technique that selectively
removes data or a class from a trained model [7]. While
retraining from scratch is a reliable approach to completely
remove the influence, it requires a significant computational
burden [9]. Several unlearning methods have been proposed
to address this issue in classification models [8]. However,
they are limited in completely removing the influence of a
class on the model, as they rely on indirect approaches such
as modifying a single layer or the model’s final outputs [8].

III. METHOD

In this paper, we propose a novel unlearning framework to
remove clinically invalid classes from pathological classification
model. We define an invalid class as a ‘ghost class’ and remove
it from the classification model, guiding its subsequent inputs
toward a pre-specified ‘target class.’

As shown in Fig. 1, the proposed framework is composed of
the Identifying Salient stage and the Controlled Weight Update
stage. The Identifying Salient stage identifies the parameter
set that significantly affects the ghost class prediction. The
Controlled Weight Update stage updates the classification
model using the loss function Lguide, which guides predictions
toward the target class. This update selectively targets only
the identified parameter set. Our proposed framework enables
the classification model to maintain high performance on the
existing classes while guiding inputs that are visually similar to
the ghost class toward the target class. The detailed description
of the framework is as follows.
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Fig. 1. Overview of unlearning framework for removing clinically invalid classes.

A. Identifying Salient

The Identifying Salient stage defines a Saliency Score, which
quantifies the influence of each parameter on the prediction of the
ghost class. These scores are then used to identify the significant
parameters. To calculate the Saliency Score, the gradients of
the classification model parameters are calculated for all data
samples in the ghost class. The computed gradients serve as
Saliency Scores, quantifying the influence of each parameter of the
classification model on the ghost class prediction. A Binary Mask
(BM) is constructed based on the median of the Saliency Score,
indicating the relative importance of parameters. The BM has the
same dimensions as each parameter matrix of the classification
model and consist of binary values, where positions with Saliency
Scores exceeding the threshold are set to 1 and all others are set
to 0. This process enables the identification of parameters that are
important for predicting the ghost class for updating.

B. Controlled Weight Update

The Controlled Weight Update stage updates the classi-
fication model while maintaining the performance of the
classification models on the existing classes and guiding the
predictions of ghost class data toward the target class. The
guidance loss Lguide is calculated as follows.
Lguide is a loss function that trains the classification model

to classify ghost class data as the target class. To compute this
loss, we take all data (xi) from the ghost class and re-assign
their ground truth class (yghost) to the target class (ytarget).
These re-assigned class are then fed into the classfication model
to compute the loss. The gradients of this loss are used as
Lguide, which trains the classification model to predict ghost
class data as the target class. As shown in Figure 1, the gradient
of the calculated Lguide selectively updates only the masked
parameters θ1 instead of updating all parameters θ while the
unmasked parameters θ0 are not updated. The specific process
is as follows.

θ′ = θ − η
(
BM ⊙∇θLguide(θ1 or θ0)

)
(1)

Eq. 1 represents the process where the entire classification
model parameters θ are updated to new parameters θ′. Through
the element-wise product (⊙) operation between BM and the
gradient of Lguide, only masked θ1 are selectively updated,
and the update strength is controlled through η (learning rate).
Through this stage, the classification model can effectively

remove the influence of the ghost class while preserving
classification performance on the existing classes.

IV. CONCLUSION

In this paper, we propose a novel unlearning framework for
removing ghost class from pathological classification models.
The proposed framework removes the influence of ghost class
while minimizing misclassification possibilities, and robustly
maintaining the performance of the classification model. In
our future work, we plan to evaluate the applicability across
various medical fields.
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