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Abstract—This paper presents a distributed beamforming
framework for extremely large (XL) dynamic metasurface an-
tenna (DMA) systems, offering an energy-efficient and scalable
solution for 6G deployments. The transmit array is partitioned
into clusters, each managed by a distributed node (DN) that
estimates local channel state information (CSI) and designs DMA
weights using global CSI provided by a central node (CN).
The CN also performs digital precoding based on the global
CSI. A downlink capacity maximization problem is formulated,
and an efficient joint optimization algorithm for digital pre-
coding and DMA weights is developed. Simulations show that
the proposed approach achieves near-optimal spectral efficiency
with substantially reduced interconnection overhead, offering a
practical solution for scalable 6G deployments.

Index Terms—Distributed beamforming, downlink communi-
cation, extremely large antenna array (ELAA), and massive
multiple-input multiple-output (mMIMO).

I. INTRODUCTION

The limitations of fifth-generation (5G) networks in sup-
porting emerging applications such as extended reality (XR),
holographic communication, the internet of everything (IoE),
and autonomous systems have driven the evolution toward
sixth-generation (6G) wireless networks. These applications
demand hyper-reliable, low-latency, and high-capacity com-
munication beyond the capabilities of the current 5G systems.
Massive multiple-input multiple-output (mMIMO) has been a
key technology in 5G, offering gains in spectral and energy
efficiency through large-scale antenna arrays [1]. Along this
line of thought, to meet the stringent requirements of 6G,
extremely large antenna array (ELAA) systems have been
proposed. ELAA extends the mMIMO concept by deploying
hundreds to thousands of antenna elements, either centrally
or distributed across an environment in a coordinated man-
ner, enabling enhanced spatial multiplexing and significantly
improved spectral efficiency [2], [3].

This large-scale deployment introduces critical challenges,
including increased power consumption, hardware complex-
ity, and limited scalability in signal processing. Centralized
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baseband precoding (CBP), where all signal processing is
performed at a central unit, leads to excessive interconnection
overhead. Studies have shown that the raw data throughput
in such systems can exceed 1 Tbps, surpassing the capacity
of current base station interconnect standards like enhanced
common public radio interface (eCPRI) [4]-[6]. This lim-
itation renders CBP impractical for ELAA, motivating the
shift toward distributed baseband precoding (DBP), which
partitions processing across multiple nodes to reduce overhead
and enable scalable ELAA implementation in 6G networks [4],
[7].

DBP partitions the antenna array into multiple clusters, each
paired with a dedicated baseband unit (BBU), forming dis-
tributed nodes (DNs). These DNs are interconnected through
topologies such as star or daisy-chain to enable coordina-
tion. This decentralized architecture reduces interconnection
overhead and computational complexity by enabling local
processing of lower-dimensional signals, thereby improving
scalability and robustness. DBP has been investigated in the
context of massive MIMO systems [4]-[6], [8], where it has
shown considerable advantages in minimizing interconnection
load and reducing processing complexity compared to cen-
tralized approaches. Most of these solutions, however, employ
fully digital architectures that have a dedicated radio frequency
(RF) chain to each antenna element. While this configuration
enables high spatial resolution and flexible digital control,
the resulting hardware cost and power consumption strongly
escalate with the array size, limiting its feasibility for ELAA
deployments.

Dynamic metasurface antennas (DMAs), which leverage
sub-wavelength spacing and real-time reconfigurability of
metamaterial elements for efficient signal transmission and re-
ception [9]-[11], have emerged as a cost-effective and energy-
efficient alternative to fully digital transceiver architectures.
By eliminating the need for a dedicated RF chain per antenna
element, DMAs significantly reduce hardware complexity and
power consumption in large-scale systems. However, prior
works on large-scale DMA deployments [12]-[14] rely on
centralized precoding architectures, which result in substantial
data storage demands, increased computational complexity,
and significant interconnection overhead.

Contributions: This paper proposes a distributed beamform-
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Fig. 1. Distributed star architecture for XL-DMA.

ing architecture for XL-DMA systems to reduce interconnec-
tion overhead while achieving near-optimal system capacity. A
downlink point-to-point (P2P) capacity maximization problem
is formulated, and an efficient distributed beamforming algo-
rithm is developed. In the proposed framework, the central
node (CN) collects global channel state information (CSI)
from DNs and designs the digital precoder. Each DN then
independently computes its DMA weights using the global
CSI shared by the CN.

Notations: Scalars, vectors, and matrices are denoted by
lower-case italics letters, boldface lower-case letters, and bold-
face upper-case letters, respectively. For a scalar a, |a| and
arg(a) represent its magnitude and argument, respectively. For
a vector a, the i-th element is denoted by [a];. For a matrix
A, the element in the i-th row and j-th column is denoted
by [A]; ;. Also, |A], |A]|r, and A~! denote its determinant,
Frobenius norm, and inverse, respectively. The operators (-)*,
()7, and (-) represent the complex conjugate, transpose, and
conjugate transpose, respectively. The identity matrix of size
N x N is denoted by Iy, and the operator diag(-) forms a
diagonal matrix using its argument as the main diagonal.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Proposed architecture description

The proposed system architecture, depicted in Fig. 1, fea-
tures a BS equipped with XL-DMAs, partitioned into C' > 1
independent clusters. Each cluster contains N, = Ny . X Ne .
radiating elements, where Ny . and N, . are the number of
microstrips and metamaterial elements within the c-th cluster,
respectively. The system-wide totals for radiating elements,
microstrips, and metamaterial elements are given by N =
25:1 Ne, Ng = chzl Nag,c, and N, = Zf:l Ne,c

Each cluster is paired with dedicated RF and baseband pro-
cessing hardware, collectively referred to as a DN, which per-
forms local channel estimation via the channel estimation unit
(CHEST) and DMA weights design. The DNs are linked to
a CN via bidirectional communication links, enabling coordi-
nated transmission. The CN aggregates local CSI from all DNs
to form global CSI, which it uses to design digital precoders.
These precoders are then forwarded to the corresponding DNs.
This architecture enables efficient coordination with reduced

computational load and communication overhead, while still
leveraging the benefits of centralized digital beamforming and
decentralized DMA weights design.

B. Problem formulation

For a single user with M antennas served by the BS
equipped with the proposed architecture in the downlink, the
received signal can be expressed as

C
y € CM*' =% "G H.Q.F.s +n, )

c=1

where G, € CM*Ne ig the channel between cluster ¢ at the
BS and the user, H, € CNe*/¢ is the diagonal matrix rep-
resenting the signal propagation effect of the DMA in cluster
¢, Q. € CNexNac g the block diagonal matrix containing
the DMA weights within cluster ¢, F, € CNa.eXNs g the
transmit precoder for cluster c for data stream s € CV+*!, and
n ~ CN(0,0%1) is the circularly symmetric complex additive
white Gaussian noise with zero mean and variance oI at the
receiver. The structures of H. and Q. defined according to
[10]. To maximize the capacity of the system, we design the
transmit precoders for all clusters F = [Fy,Fy, -+  F¢]?
and DMA weights for all clusters Q = [Q1,Q2, -+ ,Q¢].
The capacity maximization problem is formulated as

H
C C
1
log, [T+ — > G.H.Q.F, (Z GHQF) :

max
{F.Q} c=1 c=1
(2a)
C
s.t. ZTr (H.Q.F.FIQIH!) < P, (2b)
c=1
; Jbi
Q.ed= {]—'_; Gig € [0,27]}, (2¢)

where P is the total transmit power budget.

III. PROPOSED SOLUTION
A. Precoder design at CN

As previously described, the CN aggregates local CSI from
all clusters to construct the global CSI and designs the digital
precoder accordingly. The resulting global CSI and corre-
sponding precoders are then transmitted to the respective DNs.
To facilitate tractable analysis, we focus on the digital precoder
design by fixing Q.,Vc and relax the power constraint in
(2b). The constraint is subsequently enforced by applying
an appropriate scaling to the designed precoder. Under this
setting, the optimization problem in (2a) can be reformulated
as

1 HeH
I?FE‘I])} 10g2 I+ ?GglobalFF Gglobal ’ (43)
c
st. Y Tr(FFI) <P, (4b)
c=1

where Ggiopar = [G1H1Q1,G2H2Q2, - ,GeHe Q.
The optimal digital precoder for the relaxed problem in

1645



max log, I+ L
< =
vy 82 402

S.t. |Wc‘i,i =1.

(Z+2PWHGH +2(PWHGH)" L RWHGH +

®WZGH)" + (G,W.T.)(G.W.T,)")
(3a)
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(4) can be obtained by applying truncated singular value
decomposition (SVD) to Gyiopar, followed by water-filling
power allocation [14]-[16]. After designing the digital pre-
coders, the CN computes the effective global channel as
G = ZC 1 G-H.QF ., where G represents the aggregated
global CSI.

B. DMA weights design at DN

To design the DMA weights, the optimization problem in (2)
is decomposed into parallel subproblems at the cluster level,
since each DN independently configures its DMA weights.
The per-cluster optimization problem is formulated as

1
ma logy [T+ (BBH +BFIQIHIGH ¢
c g

GH.QF.BY + GHQFFIQIHIGH)|
(50
s.t.(2¢), (5b)

where B = ch,;c G:H;QrF:. Each DN obtains B by
subtracting its local CSI from the aggregated global CSI,
G. To facilitate analysis, the structures of H, and Q. are
reformulated into diagonal matrices H, € CNeXNae and
Qc CNexNe, respectively, with elements defined accord-
ing to [17]. For further analytical tractability, Q. is ex-
pressed as Qc = JINC% where W, = diag(w,.) is
the optimizable term of QC with each element unit mod-
ulus constrained, and w. = [wy,ws, - ,wx.]|’. The re-
sulting objective function is then given by (3), where Z =
4BB” + 2B + 2B" + Z, B = BFIHIAYGH, A =
j-1n,, Z = G.AH.F FHHfAHG{f = BFfo
R = G.AHJF.F'HY and T, = H.F,. Given the
diagonal structure of W, the objective function can be
reformulated in an element-wise manner as shown in (6).
In this formulation, p;, r;, g;, and t; represent the i-th
column of P, i-th column R, i-th column of G., and i-

th column of Tf , respectively. In (6), (2 follows from
reformulating the objective as a per-element optimization
problem, where each element of W is optimized individually
while keeping the remaining elements fixed, where 2, =

2g:p! + girl! + g tPEN, By — 305, gt U, — 7+
2 Zn;«n wipngl +2 505, (wipngl )" + 300, w;rngﬁl +
S (wirnl) "+ N gl (S0 wngetl]) 4
wigit? (wigit?)", A, =T+ LW, and Q, = .
From (6b), it can be observed that the second term is inde-

pendent of w;, allowing the problem to be further simplified
as

Algorithm 1 Proposed distributed beamforming algorithm
1: Input:G,, H,, Q.,Vc, N, P, and C.
: Repeat
: At the CN:
: Perform SVD on G o and waterfilling to obtain F.
: Compute G.
At the DN:
for 1 =1 to N, do
Compute w; according to (8).
: end for
: Until Convergence.
. F, = \/ - P ____F,.
E . Tr(H.Q.F.FIQHHH)
: Output: F, QC,VC.

O N U A W N

=

—
—_

—_
[\

F{nax log, ’I—l—w*A 1QH +wA; 10, (7a)

st Jws| = 1. (7b)

The simplified problem in (7) resembles those in [14], [16].
By following similar procedures, the optimal value of w; is
given by

w; = e~J alfg;(/\i)7 (8)

where ); denotes the sole non-zero eigenvalue of A 1(21-.
A summary of the proposed algorithm is provided in Algo-
rithm 1.

I'V. NUMERICAL RESULTS

This section presents the numerical results to evaluate
the proposed distributed XL-DMA architecture. We consider
the narrowband near-field communication channel model as
described in [18], the pathloss parameters adopted from [17].
The simulation parameters are set as follows: M =4, P = 40
dBm, & = 0.6 m™!, 8 = 827.67 m™!, 02 = —80 dBm,
and C = 5. To assess the effectiveness of the proposed
architecture (Prop. DSP), we compare it with the conventional
centralized fully digital ELAA architecture (Fully digital)
and the centralized conventional XL-DMA architecture (Conv.
DMA) [14].

In Fig. 2 (a) and (b), we evaluate the impact of Ny on the
SE and the interconnection overhead per cluster, respectively.
We set N, = 25, N =5, and Ny, = % As illustrated in
Fig. 2 (a), in terms of SE, all considered architectures exhibit
increasing SE with increasing N4, while the fully digital
architecture achieves the highest performance. This gain is
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Fig. 2. (a) SE (b) Interconnection overhead versus number of microstrips

with N, = 25, Ne,e = 5, and Ny = 3.

primarily attributed to its use of N RF chains, which enhances
spatial resolution and beamforming capability.

Among the DMA-based architectures, specifically the conv.
DMA and Prop. DSP architectures have comparable SE perfor-
mance. This indicates that the proposed distributed architecture
is capable of deploying XL-DMA systems in a decentralized
fashion without incurring significant performance degradation.

In Fig. 2 (b), we observe the Prop.DSP has the lowest inter-
connection overhead per cluster. This behavior stems from the
decentralized nature of the architecture, where communication
overhead is evenly distributed among clusters.

V. CONCLUSION

This paper proposed a distributed architecture for XL.-
DMA systems. A novel and efficient distributed beamforming
algorithm was developed to address the capacity maximization
problem, with digital precoders designed at the CN and DMA
weights optimized locally at the DNs. Simulation results show
that the proposed scheme achieves comparable capacity to
centralized XL-DMA systems while significantly reducing
interconnection overhead.
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