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Abstract—This study proposes a novel approach to cultural 
heritage recommendation. Unlike conventional systems that 
focus only on individual entities, our method redefines the 
knowledge graph triple, consisting of head, relation, and tail, as 
a unified semantic unit to capture relational context and 
structural semantics. This enables a condition-aware similarity 
metric that yields more accurate, explainable, and personalized 
cultural heritage recommendations. 
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I. INTRODUCTION 

Knowledge graphs enable semantic modeling of cultural 
heritage data. However, existing knowledge graph-based 
recommender systems [1] rely on similarity between 
individual entities, thereby tend to easily overlook relational 
semantics. 

To address this limitation, we propose a novel similarity 
measure that treats the entire triple as a unified semantic unit. 
The full structure of a triple is utilized in our method to enable 
more precise and condition-aware recommendations tailored 
to a user’s specific interests. Moreover, it supports 
conditioning triples per head entity, allowing diverse 
relational conditions to be reflected in the recommendation 
process. 

This flexibility allows the model to integrate diverse 
relational contexts, thereby enhancing the representation of 
user intent and enabling condition-aware, semantically 
enriched recommendation. 

II. METHODOLOGY 

A. Datasets 

We constructed a knowledge graph using data on 12,240 
cultural heritage items, each represented as a node. Items are 
connected to related entity nodes (e.g., period, pattern, 
material) via labeled edges such as hasPeriod and hasPattern, 
based on 11 descriptive attributes (see Table Ⅰ). 

B. Knowledge Graph Embedding 
We construct the input for the knowledge graph attention 

network (KGAT) model [2] using triples of the form (h, r, t),  
* These authors contributed equally to this work. 

where h and t represent the head and tail entities, and r 
denotes the relation between them. Each entity is modeled as 
a node, and each relation is represented as an edge connecting 
the nodes, forming a directed multigraph structure. All entities 
are embedded into vectors of size 256. 

TABLE I.  CULTURAL HERITAGE DATASETS 

 
We model the relationships between cultural heritage 

items and their attributes and aim to recommend relevant 
items to visitors based on their individual interests. To 
capture structured connections, we adapt TransR [3] 
framework for condition-aware recommendation.  

Fig. 1. Entity and relation embedding process in TransR. 

As shown in Figure 1, TransR projects entities into 
relation-specific spaces using a projection matrix 𝑊𝑊𝑟𝑟 ∈ 𝑅𝑅𝑑𝑑×𝑘𝑘. 
In this space, head and tail entities involved in a relation are 
drawn closer together, while unrelated entities become more 
distinguishable. This reflects the relational constraint in 
TransR, where the projected head entity and the relation 
vector are expected to approximate the projected tail entity, 
expressed as 𝑊𝑊𝑟𝑟𝑒𝑒ℎ + 𝑒𝑒𝑟𝑟 ≈ 𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡. 

This projection helps capture relation-specific roles of 
entities more effectively, which improves condition-aware 

Collection 
Number Period Category Pattern Material 

Painting 
775 Goryeo Housing Flower, 

Plants 
Soft 

Material 

Painting 
4881 Goryeo Dietary 

Life 
Broken 
Branch Celadon 

Painting 
3726 Joseon Culture 

and Arts 
Flower, 

Bird - 
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recommendation. Based on this structure, TransR defines the 
score function for a triple as:  

𝑔𝑔(ℎ, 𝑟𝑟, 𝑡𝑡) = ||𝑊𝑊𝑟𝑟𝑒𝑒ℎ + 𝑒𝑒𝑟𝑟 − 𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡||2
2  (1) 

The model is trained to minimize scores for positive 
triples (ℎ, 𝑟𝑟, 𝑡𝑡) ∈ 𝐺𝐺 , while maximizing scores for negative 
samples (ℎ, 𝑟𝑟, 𝑡𝑡) ∉ 𝐺𝐺  . The model is optimized using the 
following loss function where 𝜎𝜎(𝑥𝑥) denotes the sigmoid 
function:  

𝐿𝐿𝑘𝑘𝑘𝑘 =  ∑ − log 𝜎𝜎(𝑔𝑔(ℎ, 𝑟𝑟, 𝑡𝑡) − 𝑔𝑔(ℎ, 𝑟𝑟, 𝑡𝑡′))
(ℎ,𝑟𝑟,𝑡𝑡)∈𝐺𝐺,(ℎ,𝑟𝑟,𝑡𝑡′)∉𝐺𝐺

 (2) 

C. Condition-aware Similarity 

A condition-aware similarity measure is proposed to 
enable recommendation based on contextual triples. At 
inference, the model receives a user-specified condition triple, 
and computes similarity scores between this input and each 
candidate item ℎ.  

The condition-aware similarity function is derived from a 
modified interpretation of the TransR constraint, where the 
head entity is expected to approximate the combination of the 
relation vector and the tail entity. This constraint can be 
expressed as: 

𝑊𝑊𝑟𝑟𝑒𝑒ℎ ≈ 𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡 − 𝑒𝑒𝑟𝑟 (3) 

In this formulation, 𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡 − 𝑒𝑒𝑟𝑟  is interpreted as a 
condition-aware representation. This is then compared with 
the transformed embedding of a candidate item 𝑊𝑊𝑟𝑟𝑒𝑒ℎ using 
condition-aware similarity: 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (ℎ, 𝑟𝑟, 𝑡𝑡) =  
〈𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡 − 𝑒𝑒𝑟𝑟, 𝑊𝑊𝑟𝑟𝑒𝑒ℎ〉

‖𝑊𝑊𝑟𝑟𝑒𝑒𝑡𝑡 − 𝑒𝑒𝑟𝑟‖2 ∙ ‖𝑊𝑊𝑟𝑟𝑒𝑒ℎ‖2
 

(4) 

 To incorporate information from the head entity itself, we 
aggregate the head-only similarity with the condition-aware 
similarity through a weighted sum. The precise value of 𝛼𝛼 ∈
[0, 1] is determined empirically (see Section Ⅲ). 

𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼 ∙ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ) + (1 − 𝛼𝛼)
∙ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ, 𝑟𝑟, 𝑡𝑡) 

(5) 

When multiple triples (ℎ, 𝑟𝑟𝑖𝑖 , 𝑡𝑡𝑖𝑖) are provided, the model 
computes the mean of their corresponding similarity scores: 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ) =  1
𝑁𝑁 ∑  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ, 𝑟𝑟𝑖𝑖, 𝑡𝑡𝑖𝑖)

𝑁𝑁

𝑖𝑖=1
 (6) 

 In this case, Equation (5) is extended by aggregating the 
mean similarity in (6) with the head-only similarity term. This 
method allows the system to generate recommendations that 
are explicitly conditioned on relational inputs, rather than 
relying solely on general similarity between items. 

III. EXPERIMENTS AND RESULTS 

To evaluate the effectiveness of the proposed 
recommender system, we first compare recommendation 
performance when using only head entities and using only 
input triples. We then sweep 𝛼𝛼 between 0 and 1 to identify 
the optimal trade-off. 

Table Ⅱ presents results using only the head entity 
(Painting3070) as input. In this setting, the model generates 

recommendations based on original cosine similarity. This 
suggests that the model primarily captures surface-level 
similarity, failing to reflect deeper attribute-level or 
contextual relationships.  

TABLE II.  EXAMPLE OF RECOMMENDATION RESULT
 USING H 

 
Input Recommendation 

1 2 3 

 

    
Painting 
number 

Painting 
3070 

Painting 
9877 

Painting 
5174 

Painting 
9230 

Pattern - 
Mountain, 

Tree, 
Theme 

Mountain, 
Tree, 

Theme, 
Structure 

Mountain, 
Structure 

In contrast, Table Ⅲ shows results based on the input 
triple (Painting3070, Pattern, People). The model generates 
recommendations that are better aligned with the condition. 
The results maintain Pattern relevance, while also 
demonstrating improved diversity. 

Table Ⅳ presents results when using multiple conditions. 
In this setting, the model aggregates similarity scores across 
two condition triples: (Painting3070, Pattern, People), 
(Painting3070, Pattern, Theme). This enables the model to 
capture user intent more robustly and generate 
recommendations with richer attributes and relational 
contexts than those obtained from a single triple. 

TABLE III.  EXAMPLE OF RECOMMENDATION RESULT 
USING ONE TRIPLE 

TABLE IV.  EXAMPLE OF RECOMMENDATION RESULT 
USING TWO TRIPLES 

 
Input Recommendation 

1 2 3 

 

    
Painting 
number 

Painting 
3070 

Painting 
2651 

Painting 
2291-13 

Painting 
3822 

Pattern People, 
Theme People People, 

Theme 
People, 
Theme 

 
Input Recommendation 

1 2 3 

 

    
Painting 
number 

Painting 
3070 

Painting 
10505 

Painting 
3703 

Painting 
5409 

Pattern People People People People, 
Bird, Tree 
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The previous experiments confirm the benefit of 
conditioning on relational triples. We now analyze the effect 
of the weighting parameter 𝛼𝛼 , which balances head-only 
similarity and condition-aware similarity, to identify the 
optimal setting. 

TABLE V.  IMPACT OF 𝛼𝛼 ON RECOMMENDATION 
PERFORMANCE 

alpha Precision@10 NDCG@10 
0.0 0.7665 0.9129 
0.2 0.8047 0.9348 
0.4 0.8284 0.9575 
0.5 0.8282 0.9645 
0.6 0.8209 0.9640 
0.8 0.7879 0.9588 
1.0 0.7081 0.9480 

Table Ⅴ summarizes user-free, ranking-based evaluation 
results. Precision@K measures the proportion of top-K 
ranked candidates that match the input condition (r, t) and 
NDCG@K evaluates ranking quality by assigning higher 
weights to condition-matching items placed at higher 
positions. As shown in Table Ⅴ, we adopt 𝛼𝛼 = 0.5 as the final 
setting, which achieves the optimal balance between head-
only similarity and condition-aware similarity. These metrics 
assess structural correctness with respect to the KG, not user 
relevance. The results indicate that either component alone is 
sub-optimal, whereas their weighted sum yields the strongest 
ranking performance. 

 
Fig. 2. Precision@10 across sampling sizes for different 𝛼𝛼 values. 

 

For multiple input conditions, exhaustive experiments 
become computationally expensive due to the large number 
of possible combinations. Therefore, we perform sampling-
based evaluations, gradually increasing the number of 
sampled combinations. As shown in Fig. 2 & Fig. 3, both 
Precision@K and NDCG@K stay stable over different 𝛼𝛼 
values, and the best performance is achieved when 𝛼𝛼 = 0.6.   

Overall, these findings demonstrate the effectiveness of 
incorporating relational conditions into the recommendation 
process and validate the proposed framework.  

Ⅳ. CONCLUSION 

In this study, we developed a cultural heritage 
recommender system that utilizes multiple triples as input, 
enabling the condition-aware recommendations. By 
effectively processing input triples, the system generates 
condition-aware recommendations aligned with users' 
specific interests and exploration goals regarding cultural 
heritage items. For future work, we aim to incorporate user 
data into the Collaborative Knowledge Graph (CKG) to 
enhance personalization in the domain of cultural heritage. 
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Fig. 3. NDCG@10 across sampling sizes for different 𝛼𝛼 values. 
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