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Abstract—Service function chaining (SFC), based on the
network function virtualization (NFV) technology, is a
promising candidate for realizing agile and elastic network
service provisioning. This paper tackles a SFC deployment
across multiple domains where only abstracted intra-
domain resource information is available. For the multi-
domain SFC deployment, a privacy preserving deployment
mechanism called PPDM has been proposed. To conceal
privacy of domains, PPDM abstracts intradomain resource
information to a binary matrix, and adopts deep rein-
forcement learning (DRL) for flexible SFC deployment.
However, because PPDM deploys all Virtual Network
Functions (VNFs) included in a single SFC in a batch
manner, substrate nodes need to redundantly reserve the
resources required by the deployable VNFs until the
construction of the SFC is completed. As a result, the
deployment of the SFC may fail because of the lack of
the resources on substrate nodes. In this paper, to improve
acceptance ratio of SFC requests, we propose a privacy-
preserving sequential deployment mechanism (PPSDM) for
SFC deployment across multiple domains. The key idea
behind PPSDM is to deploy VNFs in a single SFC one by
one in a sequential manner to avoid redundant reservation
of resources. Comprehensive simulations demonstrate that
PPSDM achieves up to 22% higher acceptance ratio of
SFC requests compared to the baseline approaches such as
PPDM.

Index Terms—Service Function Chain (SFC), Virtual
Network Embedding (VNE), Virtual Network Function
(VNF), Privacy Protection, Deep Q-network (DQN)

I. INTRODUCTION

The increasing diversity of applications have exposed
the limitation of traditional network service provision-
ing, which is often rigid and static. These limitations
hinder the ability of network providers to support dy-
namic and heterogeneous service demands, especially
in evolving environments such as real-time communica-
tion services [1]. To address these challenges, Network
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Function Virtualization (NFV) [2] decouples network
functions from dedicated hardware, allowing them to run
as software on general-purpose infrastructure. This ab-
straction enables faster, more flexible, and cost-effective
service provisioning. Building on NFV, Service Function
Chaining (SFC) [3] allows traffic to traverse a specific
sequence of Virtualized Network Functions (VNFs), en-
abling customizable service paths based on application
types, network condition, or policy requirements.
While SFC provides agile and elastic service pro-
visioning, its practical realization depends heavily on
network virtualization technologies. These technologies
decouple networks from physical infrastructure allow-
ing Infrastructure Providers (InPs) to operate as Virtual
Network Operators (VNOs) or Service Providers (SPs)
without owning the substrate network [2]. In single-
domain SFC deployment scenarios, SPs typically have
a global view of the substrate network, enabling them
to optimize objectives such as acceptance ratio of SFC
requests [3], [4]. However, this assumption no longer
holds in modern, large-scale service provisioning where
SFCs often span across multiple administrative domains.
In such multi-domain SFC deployment scenarios, each
domain operates under its own administrative policies
and typically does not share its internal topology or
resource status due to security, privacy, and business con-
cerns [5]. To manage these complexities, a hierarchical
SFC orchestration model is commonly used, consisting
of a centralized Multi-Domain Controller (MDC), multi-
ple Intra-Domain Controllers (IDC), and open interfaces
that expose limited domain information to the MDC [6].
Building on the hierarchical SFC orchestration model,
Cai et al. [7] proposes a privacy-preserving deployment
mechanism (PPDM) for SFC deployment across multiple
domains. To conceal privacy information such as topol-
ogy and resource information within a domain, PPDM
abstracts resource information of substrate nodes within
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a domain into a binary matrix called SIRM (Service
Intention Response Matrix) where (i, 7) element means
whether ith VNF can be deployed to jth substrate node
or not. In addition, to enable flexible SFC deployment,
PPDM adopts deep reinforcement learning (DRL) to
VNF deployment. However, because PPDM deploys all
VNFs included in a single SFC in a batch manner,
substrate nodes need to redundantly reserve the resources
required by the deployable VNFs until the construction
of the SFC is completed despite whether those VNFs are
actually deployed or not (The situation is called “virtual
occupation”). As a result, the deployment of the SFC
may fail because of the lack of the resources on substrate
nodes.

In this paper, to improve acceptance ratio of SFC
requests, we propose a privacy-preserving sequential
deployment mechanism (PPSDM) for SFC deployment
across multiple domains. The key idea behind PPSDM
is to deploy VNFs in a single SFC one by one in a
sequential manner. In PPSDM, every time the location
(i.e., substrate node) of the current VNF is determined,
MDC sends the result of VNF deployment to each IDC.
Then, each IDC can immediately release the virtually
occupied resource required by the VNF on the non-
selected substrate nodes while it assigns the virtually
occupied resource to the VNF on the selected substrate
node. We expect this sequential deployment mechanism
avoids virtual occupation of resources on substrate nodes
and consequently improves acceptance ratio of SFC
requests.

The remainder of this paper is organized as follows.
Section II introduces related work on multi-domain
SFC deployment. Section III explains the models for
substrate network and SFC, and the multi-domain SFC
deployment problem tackled in this paper. Section IV
explains the limitation of PPDM, and proposes a privacy-
preserving sequential deployment mechanism. Section
V shows the simulation results. Finally, Section VI
concludes this paper.

II. RELATED WORK

This section reviews the most relevant approaches in
multi-domain SFC deployment, emphasizing their trade-
offs in scalability, privacy, and performance. Zhang et
al. [8] applied Particle Swarm Optimization (PSO) to
the SFC deployment problem, which improves search
efficiency but requires detailed topology and resource in-
formation to be shared across domain posing significant
risks to privacy and scalability. Yu et al. [9] formulated
the SFC deployment problem using Mixed-Integer Lin-
ear Programming (MILP), achieving high deployment
accuracy; however the method incurs high computational
complexity and suffers from poor scalability, making it
impractical for large-scale or real-time SFC deployment.
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Fig. 1: Substrate network model and SFC model

To address the limitations of centralized orchestra-
tion, Chen et al. [10] proposed a distributed federated
service chaining (DFSC) framework. Their model en-
ables each domain to make independent deployment
decisions based solely on inter-domain path and bor-
der node information, thus preserving administrative
boundaries and reducing the need for global topology
exposure. Nonetheless, this distributed approach requires
non-trivial coordination among orchestrators and may
suffer from performance degradation due to fragmented
decision-making and constrained inter-domain visibility.

Lin et al. [11] introduced a column generation-based
technique that effectively balances deployment cost and
privacy preservation. Despite these benefits, the approach
suffers from high computational latency as network size
grows, limiting its use in dynamic or large-scale scenar-
ios. To address these concerns, Cai et al. [7] proposed
the PPDM, which combines a SIRM with DQN to
make informed deployment decisions without exposing
internal domain details. Although PPDM enhances the
acceptance ratio and respects privacy constraints, it relies
heavily on accurate node resource prediction from IDC
and involves virtual occupation of resources that poten-
tially leading to resource inefficiencies. In light of these
limitations, We propose a sequential VNF deployment
strategy to avoid virtual occupation of resources and
improve resource efficiency, while maintaining domain
privacy.

III. MULTI-DOMAIN SFC DEPLOYMENT PROBLEM
A. Models for Substrate Network and SFC

Fig. 1 depicts a substrate network consisting of mul-
tiple domains and SFCs deployed on the substrate net-
work.

The substrate network comprises K domains and
is modeled as an undirected graph G, = (N, E,)
where N, denotes the set of substrate nodes and E,
denotes the set of substrate links. A subset of the
links Fiyr C E, represents inter-domain links. Each
domain k € {1,...,K} is represented by a subgraph
Gk = (NF,EF). Bach substrate node n¥ € N has

J
an available resource capacity denoted as X, and a

maximum capacity X ;. Each intra- or inter-domain link
is associated with a propagation delay.

1608



Fig. 2: Hierarchical architecture for multi-domain SFC
deployment

The set of requested SFCs are modeled as a set S
where [th requested SFC s' € S is represented as a
tuple s' = (GL, ¢\, th). Here G! = (N!,E!) denotes
the topology of SFC s, with N! representing the set of
VNFs in SFC s! and E! the set of virtual links in SFC s'.
t!, and t. are the request arrival time and the departure
time of SFC s', respectively. Each VNF v! € N! requires
a computational resource Ty (e.g., CPU). As illustrated
in Fig. 1, a requested SFC s! may span across multiple
domains, and each VNF must be deployed to a suitable
substrate node while respecting resource constraints.

B. Problem Formulation

In the multi-domain SFC deployment problem tackled
in this paper, we deploy VNFs to substrate nodes and
virtual links to substrate paths so that the objective
metrics are optimized while satisfying the constraints.

As the objective metrics, we adopt 1) acceptance
ratio of SFC requests and 2) end-to-end delay of SFCs.
The acceptance ratio of SFC requests is the ratio of
the number of successfully deployed SFCs to the total
number of requested SFCs. The end-to-end delay of a
SEC is the total latency experienced by the SFC, and
is calculated as the sum of processing delays of all the
VNFs and propagation delays of all the virtual links in
the SFC.

Solutions for the SFC deployment problem must sat-
isfy the following three constraints to ensure valid and
conflict-free deployment of VNFs and virtual links. Let

l
¢ € {0,1} be a binary variable indicating whether

ny
VI\JIF vl is deployed to substrate node n?, and let
[

©p'? € {0,1} be a binary variable indicating whether
the virtual link between VNFs v! and fu} is deployed to
substrate path p.

a. Node Capacity Constraint— For any substrate node,
the sum of node resources requested by the VNFs
deployed to the substrate node must not exceed its

maximum capacity.

l
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Fig. 3: Timing diagram of the SFC deployment proce-
dure by PPDM

b. Node Mapping Constraint— Each VNF must be de-
ployed to at most one substrate node to avoid duplication.
L
Y e <1, Wl eN, Vs €S 2)
nFeN, !

c. Link Mapping Constraint— Each virtual link must
be deployed to at most one substrate path that connects
both ends of the virtual link.
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v

l
7<1, V() e ELVs €S (3)
pepP,

Here P; ; is the set of substrate paths between substrate
nodes i and j, and n(v!) is the substrate node to which
VNF 2! is deployed.

IV. PROPOSED METHOD
A. Limitiations of PPDM

Privacy-Preserving Deployment Mechanism
(PPDM) [7] was proposed for multi-domain SFC
deployment. PPDM employs a hierarchical architecture
(Fig. 2) consisting of two main layers: a centralized
Multi-Domain Controller (MDC) and multiple Intra-
Domain Controllers (IDCs). Each IDC operates
independently within a specific administrative domain
and maintains full knowledge of its local substrate
network. The MDC, typically operated by SP,
coordinates the end-to-end SFC deployment across
domains. To preserve privacy, detailed substrate-level
information is not shared with the MDC; instead,
abstracted resource information called Service Intention
Response Matrix (SIRM) is shared with MDC. SIRM
is a binary matrix where (¢, j) element (5;) means
whether ith VNF in the current SFC can be deployed
to jth substrate node or not.

Figure 3 depicts the timing diagram of the SFC de-
ployment procedure by PPDM. When the MDC receives
an SFC request, the MDC sends the SFC request to each
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IDC. Each IDC then calculates the elements (f;:s) of
SIRM for the substrate nodes within the domain. If ith
VNF in the current SFC can be deployed to jth substrate
node in the domain, 5; is set to one, otherwise zero. Each
IDC returns the elements of SIRM as for the substrate
nodes within the domain to the MDC. Finally, the MDC
gives the received SIRM to the DQN agent as input, and
obtains the substrate nodes to accommodate the VNFs
in the current SFC. As for the virtual links in the current
SFC, MDC deploys them to the shortest substrate paths.
Because PPDM deploys all the VNFs in the current
SEC in a batch manner, each IDC has to judge whether
each substrate node in its domain can accommodate each
of the VNFs in the current SFC before knowing the
result of the SFC deployment. Therefore, when an IDC
judges the substrate node can accommodate the VNF, the
substrate node has to reserve the node resource requested
by the VNF until the SFC deployment is completed
(The situation is called “virtual occupation”). Due to
the virtual occupation, the available resource capacity of
substrate node nf when judging whether substrate node
nf can accommodate ith virtual node v! in the current
SFC is calculated as follows (The second term in the
RHS corresponds to the virtually occupied resource).
. o
Xow =Xl = > 6w, — D b

’U%LENd ’UZENC

Ty (@)

where N, is the set of virtual nodes in the current
SFC whose deployability to substrate node nf have
already been judged and N, is the set of virtual nodes
whose SFCs have already been deployed and operated
on the substrate network. Although PPDM can mitigate
virtual occupancy by limiting the ratio of the substrate
nodes that return §§=1 to top K% in terms of available
resources, virtual occupancy still occurs on the top K%
substrate nodes. As a result of virtual occupation, much
node resources are virtually occupied at many substrate
nodes, and consequently failures of SFC deployment
are more likely to happen because of the lack of node
resources.

B. Sequential VNF Deployment Policy

To cope with virtual occupation in PPDM and improve
acceptance ratio of SFC requests, we propose a privacy-
preserving sequential deployment mechanism (PPSDM)
for SFC deployment across multiple domains. The key
idea behind PPSDM is to deploy VNFs in the current
SFC one by one in a sequential manner to avoid virtual
occupation.

Figure 4 depicts the timing diagram of the SFC
deployment procedure by PPSDM. In PPSDM, every
time the location (i.e., substrate node) of the current VNF
is determined, MDC sends the result of VNF deployment
to each IDC. Then, each IDC can immediately release
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Fig. 4: Timing diagram of the SFC deployment proce-
dure by PPSDM

the virtually occupied resource required by the VNF
on the non-selected substrate nodes while it assigns the
virtually occupied resource to the VNF on the selected
substrate node. With this sequential approach, the avail-
able resource capacity of substrate node nf when judging
whether substrate node né“ can accommodate ¢th virtual
node v! in the current SFC is calculated as follows.
1

vl v vy
Z ¢n:’: ’ gv;"n " Lol T Z (bn} " Tg

vl ENg ! ngNc
)

Please note that the second term in the RHS is reduced
from the virtually occupied resource to the actually
occupied one.

In PPSDM, after receiving the elements (5; s) of SIRM
for the current VNF from IDCs, the MDC gives the
received SIRM to the DQN agent as input, and obtains
the substrate node to accommodate the current VNF. In
addition, we also deploy the virtual links, the locations
(i.e., substrate nodes) of whose both ends are determined
this time, to the shortest substrate paths. For the DQN
agent, we define state, action and reward as follows. The
state is defined as the elements (fji-s) of SIRM for the

a mo_
X=X
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Fig. 5: Cumulative reward as a function of episodes

current VNF to reflect the resource availability of the
substrate nodes. The action is defined as selecting the
substrate node to accommodate the current VNE. As well
as PPDM, the reward is defined as follows.

r(t) =r(8ls,a) +a- [ppn(t)] + 8- [053(1)] - r(pls, a)

(6)
where (1) 7(ds,a), (2) ppn(t), (3) OP%(t) and (4)
r(p|s,a) are the rewards for selecting a substrate node
(1) with 5;'» = 1, (2) with higher resource utilization,
(3) with shorter end-to-end delay, and (4) for avoiding
repeating the same choice, respectively.

V. EXPERIMENTS AND RESULTS
A. Simulation Setup

We evaluate the performance of PPSDM using the
AARNET topology from the Internet Topology Zoo [12]
as the substrate network model, which represents a
real-world network comprising 19 node from Australian
universities. This topology is divided into three adminis-
trative domains: Domain 1 includes nodes 0—-6, Domain
2 includes nodes 7-13, and Domain 3 include nodes
14-18. Each substrate node is initialized with a resource
capacity randomly generated using uniform distribution
from the range of 7 to 19 units.

TABLE I: Link Delay Settings [7]

Domain Domain 1 | Domain 2 | Domain 3
Domain 1 5-10 ms 11-20 ms | 21-30 ms
Domain 2 | 11-20 ms 5-10 ms 11-20 ms
Domain 3 | 21-30 ms 11-20 ms 5-10 ms

To reflect realistic latency conditions in the substrate
node, link delays are configured as shown in Table I.
Diagonal entries indicate intra-domain delays, while off-
diagonal values represent inter-domain delays. Inter-
domain delays are intentionally assigned higher values to
simulate inter-domain communication overhead, consis-
tent with the configuration used in [7]. SFC requests are
generated using a Markov Modulated Poisson Process
(MMPP), which models bursty and time-varying traffic
patterns. The generator alternates between two state with

mean inter-arrival times of 12 and 8 ms, transition-
ing between states every 10 ms with a 5% switching
probability. Each SFC consists of 3 to 6 sequentially
connected VNFs. Each VNF is assigned a resource
demand between 2 and 8 units and a processing delay
between 5 and 10 ms.

The proposed method is benchmarked against baseline
methods: PPDM and EP-DQN using top K = 30%
candidate substrate nodes. Each model undergo training
for 3,500 episodes, with each episode comprising 300
randomly generated SFC requests. SFC requests are
characterized by an inter-arrival of 6 and a burst inter-
arrival of 4. During training, the reward function utilizes
weighted parameters « = 0.8, § = 0.2 along with a
learning rate of 0.005.The reward term r(d|s,a) is de-
fined within the range [—10, 10], while the term r(p|s, a)
ranges from —1 to 1. Following training, the resulting
DQN model is employed to evaluate performance under
various inter-arrival times of SFC requests.

B. Training Results

Figure 5 shows the cumulative reward of PPSDM,
PPDM and EP_DQN during the training phase. All
the methods demonstrate rapid convergence, reaching a
stable performance level within the first 200 episodes.
This fast stabilization indicates that the agents effectively
captures the substrate network environment and success-
fully learn a robust deployment strategy. PPSDM con-
sistently achieves higher cumulative rewards compared
to PPDM and EP_DQN, validating the effectiveness of
the sequential deployment strategy.

C. Performance Evaluation under Various Inter-Arrival
Times

To evaluate the performance of PPSDM, the trained
model for each benchmark is tested under bursty and
time-varying SFC requests, similar to the training setup.
In this evaluation, the bursty SFC request is configured
to be 50% more intense than normal SFC request. The
testing scenarios simulate a range of traffic intensities,
starting from high traffic (inter-arrival times of 0.0625,
0.125, 0.25, 0.375, and 0.75) to lower traffic conditions
(inter-arrival times of 1.5, 3, 6, and 12). Performance is
assessed based on three key metrics: acceptance ratio
of SFC request, end-to-end delay, and node resource
utilization.

As shown in Fig. 6a, PPSDM consistently outper-
forms both EP-DQN and PPDM across all traffic inten-
sities, particularly under high-load conditions. Specifi-
cally, PPSDM achieves average 22% higher acceptance
ratios in high-traffic scenarios. This improvement is
attributed to the method’s sequential deployment mech-
anism, which provides a clearer and more accurate state
representation. In contrast, both EP-DQN and PPDM
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Fig. 6: Performance comparison under varying inter-arrival times.

tend to generate SIRMs with predominantly zero values
due to excessive virtual resource occupation.

Consistent with the findings in [7], PPDM achieves
an average of 4% higher acceptance ratio than EP-DQN
when trained under high-traffic conditions.

With respect to end-to-end delay, as shown in Fig. 6b.
PPDM and EP-DQN outperform PPSDM across all
traffic testing condition. On average, the delay difference
between PPSDM and EP-DQN exceeds 44 ms, and more
than 53 ms compared to PPDM. This increased latency in
PPSDM is primarily due to the no procedure for limiting
K top candidate substrate node; while this design choice
enhances acceptance ratio, it comes at the cost of longer
path selections, thereby increasing overall delay.

Regarding resource utilization shown in Fig. 6c,
the proposed PPSDM achieves the highest node-level
utilization—more than twice that of the benchmark
methods—driven by its superior acceptance ratio. Both
PPDM and EP-DQN show resource utilization trends
that closely follow their acceptance ratios, indicating
a strong correlation between acceptance success and
substrate node utilization. The figure also highlights that,
despite their lower acceptance ratio under high-traffic
conditions, both PPDM and EP-DQN exhibit relatively
low substrate node utilization. This inefficiency can be
attributed to persistent virtual occupancy, which blocks
resources without successful embedding, as discussed
previously.

VI. CONCLUSION

This paper presented a novel privacy-preserving multi-
domain Service Function Chain (SFC) deployment ap-
proach using a sequential Virtual Network Function
(VNF) deployment strategy optimized by Deep Q-
Network (DQN) reinforcement learning. Comprehensive
simulations demonstrate that the proposed method sig-
nificantly outperforms baseline approaches such as EP-
DQN and PPDM. Notably, it achieves up to 22% higher
acceptance ratios under high-traffic scenarios.

Our future work includes the improvement of the
proposed method to lower end-to-end delay of SFCs.
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