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Abstract— In this paper, we propose a lightweight object de-
tection model optimized for resource-constrained environments 
by replacing the backbone of YOLO v8 with MobileNet v2. 
While conventional YOLO models achieve high detection accu-
racy, they require high-resolution input images and substantial 
computational resources, making them unsuitable for real-time 
deployment on embedded or mobile devices. To address this, the 
proposed model adopts MobileNet v2 as a lightweight backbone 
and introduces a connector module to integrate it with YOLO 
v8’s neck and head. We also apply channel-reduction techniques 
to further minimize the model’s complexity. The model is 
trained and evaluated using the COCO dataset, with a single-
class setup focusing on the person class and an input resolution 
of 352×352 pixels. Experimental results show that the proposed 
model reduces the number of parameters by approximately 
17% compared to the original YOLO v8, while achieving 
slightly improved detection accuracy. These results demonstrate 
that the proposed architecture achieves a favorable trade-off be-
tween computational efficiency and detection performance, 
making it suitable for real-time object detection on devices with 
limited resources. 
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I. INTRODUCTION 
With the rapid advancement of object detection 

technologies, deep learning-based detection models centered 
around YOLO (You Only Look Once) have been actively 
adopted in both academic research and industry applications 
[1]. YOLO has been widely used in diverse domains such as 
autonomous driving, security systems, video surveillance, and 
smart homes due to its outstanding real-time detection 
performance. However, YOLO models generally require 
high-resolution input images (e.g., 640×640 pixels), making it 
difficult to achieve real-time processing on devices with 
severely limited memory and computational resources. As a 
result, there is a growing need for lightweight models that can 
deliver high performance while maintaining real-time 
capabilities in embedded and mobile environments with 
resource constraints. 

In certain applications, however, high-resolution input 
may not be essential. For example, when detecting relatively 
large objects in simple backgrounds, high detection accuracy 
can still be achieved with low-resolution input. Conventional 
YOLO models are designed for high-resolution images and 
are not optimized for low-resolution environments, potentially 
leading to inefficient resource utilization. 

To address this issue, this paper proposes a lightweight 
object detection model that adopts MobileNet v2 [2] as the 
backbone network of YOLO. The key idea is to replace 
YOLO’s existing backbone with the lightweight MobileNet 
v2 while maintaining the original head structure of YOLO to 
preserve both compatibility and detection performance. 
MobileNet v2 is a lightweight architecture well-suited for 
low-resolution images, and in this study, the input image 
resolution is reduced to 352×352 pixels. Additionally, the pre-
trained weights from MobileNet v2 (trained on ImageNet) are 
used for initialization to improve training efficiency and 
model performance. 

II. RELATED WORKS 
YOLO, first introduced in 2016, has continuously evolved 

as one of the most prominent object detection frameworks due 
to its fast inference speed and stable accuracy. The initial 
YOLO v1 [3] model gained significant attention for its ability 
to detect objects in real-time using a single CNN that 
processes the entire image at once. Since then, numerous 
improved versions have been proposed to enhance detection 
accuracy and robustness. 

Recently, more advanced versions such as YOLO v8 [4], 
YOLO v11 [4], and YOLO v12 [5] have been introduced, 
achieving strong performance on large-scale benchmarks. In 
particular, YOLO v12 demonstrated significant 
improvements in accuracy through its complex architecture 
and high computational load. However, the increased demand 
for computational resources makes it less suitable for 
lightweight or real-time environments. Similarly, YOLO v11 
combined multi-scale processing and attention modules to 
improve detection, but suffered from slower inference speed 
and increased memory consumption. 

In this context, YOLO v8 remains a practical and balanced 
model in terms of accuracy and inference speed. YOLO v8 
features a well-organized backbone, neck, and head, supports 
lightweight customization, and is highly compatible with 
various deep learning frameworks. Moreover, its availability 
in multiple scales (nano, small, medium, large, xlarge) makes 
it adaptable to a wide range of application scenarios. 

III. MOBILENET-BASED YOLO OBJECT DETECTION MODEL 
While conventional YOLO-based models demonstrate 

excellent performance in terms of accuracy and speed, they 
are primarily designed for high-resolution images (640×640 
pixels or higher). This design poses a challenge for real-time 
deployment on small devices with extremely limited memory 
and compute capabilities. Devices such as IoT systems, 
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drones, and wearable gadgets face significant difficulty in 
utilizing such high-resolution-based models efficiently. 

The proposed lightweight YOLO model replaces the 
backbone of YOLO v8 with MobileNet v2, significantly 
reducing system resource requirements. MobileNet v2 utilizes 
depthwise separable convolution to minimize the model size 
and computational load while preserving performance. Its 
ability to extract rich features from low-resolution images 
makes it a strong candidate for the target input resolution of 
352×352 pixels used in this study. 

 

 
(a) Original YOLO v8 model        (b) Proposed YOLO v8 model 

Fig. 1. Comparison of YOLO v8 architectures 

Figure 1 compares the original YOLOv8 architecture (a) 
with the proposed MobileNet v2-based YOLOv8 architecture 
(b). The entire backbone of YOLO v8, up to the final C2f 
block, is replaced with MobileNet v2. To align the output 
channels of MobileNet v2's final bottleneck block with the 
SPPF module in YOLO's neck, a MobileNet-YOLO 
Connector is introduced. This connector, built using 
convolutional layers, enables smooth integration between 
MobileNet v2 and YOLOv8’s neck and head. Additionally, 
given the use of low-resolution inputs (352×352 pixels), 
channel-reduction techniques are applied to the SPPF and 
head sections of YOLO v8 to further reduce computational 
and memory overhead. Through this architecture, the model 
leverages MobileNet v2’s lightweight characteristics while 
preserving YOLO v8’s real-time detection capabilities. 

IV. EXPERIMENTS 
To quantitatively evaluate the proposed model's efficiency 

and detection accuracy, experiments were conducted using the 
COCO dataset [6]. Instead of using the entire multi-class 
dataset, only the person class was extracted, reformulating the 
task as a single-class object detection problem. This allowed 
for a clearer analysis of the structural impact on detection 
performance. 

For fairness, both the original YOLO v8 and the proposed 
MobileNet v2-based YOLO v8 were trained under identical 
settings: input resolution of 352×352 pixels, 50 training 
epochs, and the same data splitting method. Notably, the 
proposed model initialized its backbone using pre-trained 

weights from ImageNet, enabling faster convergence and 
improved performance. 

Table 1 presents a comparison of parameter and gradient 
counts between the original and proposed models. By 
replacing YOLOv8’s backbone with MobileNet v2, the total 
number of parameters is reduced by approximately 17.3%. 

TABLE I.  MODEL STRUCTURE COMPARISON 

Model Parameters Gradients 

Original YOLO v8 3,011,043 3,011,027 
Proposed MobileNet-
YOLO v8 2,489,523 2,489,507 

 

Table 2 shows the detection performance under the same 
training conditions. The evaluation metrics include mAP50 
and mAP50-95. Despite having fewer parameters, the 
proposed model achieved slightly higher accuracy on both 
metrics. These results confirm that MobileNet v2’s 
lightweight architecture is highly effective in extracting 
features from low-resolution inputs, and that using pre-trained 
weights enhances learning efficiency and accuracy. 

TABLE II.  DETECTION PERFORMANCE COMPARISON 
(SINGLE CLASS: PERSON) 

Model mAP50 mAP50-95 

Original YOLO v8 0.642 0.409 
Proposed MobileNet-
YOLO v8 0.652 0.419 

 

V. CONCLUSION 
In this paper, we proposed a lightweight YOLO model 

tailored for real-time object detection on resource-constrained 
devices by replacing the backbone of YOLO v8 with 
MobileNet v2. The proposed model retains YOLO v8’s neck 
and head structures while significantly reducing complexity 
through the introduction of MobileNet v2, a MobileNet-
YOLO connector, and channel-reduction techniques. 

Experiments were conducted using the COCO dataset with 
the person class, under a reduced input resolution of 352×352 
pixels. Results showed that the proposed model reduced 
parameter count by approximately 17%, while slightly 
improving detection accuracy (mAP50 and mAP50-95) 
compared to the original YOLO v8. This demonstrates that the 
proposed architecture achieves a favorable balance between 
resource efficiency and detection performance. 

This study addresses the inefficiency of applying high-
resolution-centric object detection models to real-world 
applications, particularly on embedded and mobile devices. It 
experimentally presents an architecture suitable for low-
resolution, real-time object detection tasks. 

Future work will explore generalization across diverse 
object classes and complex backgrounds. Additional metrics 
such as inference speed (FPS), computational cost (FLOPs), 
and energy efficiency will also be considered to further 
develop a practical lightweight object detection system.. 
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