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Abstract—To address growing privacy concerns in data
collection and sharing, federated learning (FL) has gained
increasing attention as a decentralized machine learning
paradigm. In particular, FL has emerged as a viable solution for
smart cities, where the safety is paramount and privacy must be
preserved. In this paper, we introduce our study on adapting FL
to a smart city use case involving anomaly detection in
surveillance systems. To enhance model robustness under non-
IID conditions, we design and evaluate two novel aggregation
strategies built upon the baseline FedAvg algorithm. Our
approach is validated using a CCTYV dataset featuring abnormal
behaviors relevant to smart city environments, demonstrating
the potential of FL for privacy-preserving video analytics in
urban infrastructure.
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L.

The Smart City, which has enhanced urban efficiency and
security intelligence, relies on the integration of advanced
technologies such as the Internet of Things. Building on this
foundation, the rapid growth of artificial intelligence (AI) has
enabled extensive analysis and prediction using the abundant
IoT-generated data [1-2]. One compelling application in this
context is anomaly detection in public spaces (e.g., parks,
streets, transit hubs) using closed-circuit television (CCTV)
systems.

INTRODUCTION

However, the widespread deployment of CCTV cameras
and other surveillance technologies raises substantial privacy
concerns. CCTV systems typically transmit raw video footage
to a central server for processing, which risks exposing
sensitive personal information. This centralization not only
makes the data vulnerable to security breaches but also raises
ethical questions regarding individuals’ right to privacy.

In fact, in countries with strict privacy regulations-such as
South Korea's Personal Information Protection Act-such
centralized data practices are often legally restricted or
outright prohibited. As a result, the increasing deployment of
Al-powered surveillance systems in smart cities necessitates
the adoption of decentralized and privacy-preserving Al
methods. Motivated by this challenge, we propose a privacy-
preserving approach that leverages federated learning (FL) to
train Al models directly at CCTYV sites.

The remainder of this paper is structured as follows.
Section 2 provides a review of related work in human action
recognition and federated learning. Section 3 describes our
methodology, including data preparation and aggregation
algorithms used in the federated learning scheme. Section 4
presents and discusses the experimental results and their
implications. Finally, Section 5 concludes the paper with a
summary.
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II. RELATED WORK

A. Human Action Recognition

In the field of computer vision, pose estimation-based
human action recognition is a fundamental task with wide-
ranging applications, including abnormal behavior detection.
There are three traditional approaches to human pose
estimation: skeleton-based, contour-based, and volume-based
[3]. Among these, skeleton-based techniques have gained
significant attention due to their efficiency in representing
human body motion through key joint coordinates. These
models represent human poses as a set of connected joints
forming a skeletal structure, which effectively captures body
motion. The extracted features are then fed into temporal
models such as Long Short-Term Memory (LSTM), Gated
Recurrent Units (GRUs), or Graph Convolutional Networks
(GCNs) for action classification.
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Fig. 1. Conventional human pose estimation methods

Popular frameworks for extracting skeletal features from
video frames include OpenPose [4] and the High-Resolution
Network (HRNet) [5], both of which are convolutional neural
network (CNN)-based architectures that have demonstrated
state-of-the-art performance in terms of accuracy and speed.
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Fig. 2. Slowfast Network [6]

By contrast, RGB-based video architectures like the
SlowFast Network [6] leverage a dual-pathway design to
capture multi-scale temporal dynamics. It is particularly
capable of modeling varying temporal dynamics present in
video data. The network operates with two parallel pathways
as shown in Fig.2 : the Slow pathway processes inputs at a low
frame rate to capture features with minimal temporal change,
emphasizing long-term spatiotemporal relationships, while the
Fast pathway processes inputs at a high frame rate to capture
rapidly changing features, focusing on short-term temporal
details. This dual-path design enables the model to effectively
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capture both coarse and fine-grained temporal structures in
videos, resulting in superior performance in tasks such as
action recognition, video classification, and other video
analysis applications. By integrating the outputs of these two
pathways, the SlowFast Network achieves more accurate and
temporally robust predictions.

B. Aggregation Algorithm in Federated Learning

In federated learning, multiple clients collaborate to train a
global model without exposing their raw data[7]. This
approach is especially beneficial in scenarios where sensitive
data is distributed across multiple devices or organizations. A
critical component influencing federated learning
performance is the server-side aggregation algorithm.

FedAvg [8] is the original aggregation algorithm in FL and
it constructs a global model by computing a weighted average
of the clients' local model parameters, where each client's
contribution is proportional to the number of data samples.
Although there has been extensive study on aggregation
method in FL, FedAvg is still favored due to balance between
performance and communication cost.

Several well-known aggregation algorithms, including
FedAvg, FedProx, FedMedian and q-FedAvg across different
scenarios are well compared in [9].

III. METHODOLOGY AND EXPERIMENTAL SETUP

A. FL Framework

Flower, an open-source framework designed for federated
learning, was used to implement our experiments[10]. A
single FL server and two clients were deployed with CUDA
support to compare the performance of different aggregation
algorithms under consistent conditions.

Although federated learning typically involves a large
number of clients, we conducted our experiment with only two
clients to facilitate controlled analysis of aggregation
performance under a deliberately constructed Non-IID(non-
independent and identically distributed) data distribution. This
setup allows for a focused examination of convergence
dynamics and algorithmic differences in a simplified setting.

B. Data Preparation

To train local models on each client, we employed the
Abnormal Behavior CCTV Footage dataset provided by Al-
hub [11]. It was constructed to support training Al models to
detect abnormal behaviors which are classified into 12 types,
including assault, burglary, kidnap, etc. This public dataset
contains approximately 700 hours (8,400 videos) of CCTV
footage captured by public safety cameras and its
correspondent annotation files.

Wander

Assault
Fig. 3. Abnormal behavior CCTV footage dataset
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To tailor the dataset to the smart park use case and facilitate
manageable experimentation, we extracted a subset of five
abnormal behavior categories from the full dataset. Fig. 3
presents representative frames from video footage
corresponding to these selected classes. These video files were
segmented into short clips using the provided annotation files
to capture individual behavior instances. These preprocessed
clips were then deliberately distributed across two clients with
imbalanced class distributions, simulating a realistic Non-1ID
scenario for local model training.

TABLE L NUMBER OF VIDEO CLIPS
Kidnap | Swoon | Burglary | Assault | Wander | Total
Clientl 28 28 47 223 73 403
Client2 129 102 44 179 400 854
Since each client collects data wunder different
circumstances, a well-known challenge in the federated

learning scheme is the Non-IID nature of the data [7]. In our
setting, two types of data skew are configured: label
distribution skew and quantity skew. The classes and the
number of video clips assigned to each client in the
experiments are shown in Table 1 and Fig. 4 illustrates the
imbalanced data distribution across those two clients.
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Fig. 4. Imbalanced data distribution

C. Client-Side Training and Server-Side Aggregation

For local training on each client, we fine-tuned SlowFast
network to perform detection of abnormal behaviors. We
employed the Adam optimizer along with a categorical cross-
entropy loss function. Table 2 shows the hyperparameters used
during our experiments.

TABLE II. HYPERPARAMETERS
Learning Rate Dropout Batch size Epochs
Value 0.0001 True 32 10

For the aggregation of models on the server, we developed
two variants of FedAvg to improve upon its limitations.
FedAvg aggregates the global model parameters, 84y, , With
the summation of local model parameters , 6; , from K clients.

9global = Z}(zlli X 8; (D

In (1), A; represents the contribution of client i, which is

calculated as the proportion of its sample size, as shown in (2):
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One major drawback of FedAvg is the limitation in
handling Non-IID data. Since FedAvg does not consider
performance metrics during each federated round, we have
made modifications to improve its performance on Non-IID
situation. In this study, we have developed two aggregation
algorithms built upon FedAvg; Fed-AcctLoss and Fed-
Metrics. In each federated round, Fed-Acc+Loss computes the
contribution, A’ , of each client using validation accuracy
and training loss as well as number of samples as shown in (3).
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where, € stabilizes division by zero and we used 0.7 for a.

Accuracy is an intuitive measure of a client’s model
performance, while Loss reflects how closely the model's
output matches the ground truth in a fine-grained manner,
which can help guide the model's convergence.

Meanwhile, for better performance on skewed data and
fairer and more reliable global model assessment, Fed-Metrics
utilizes performance metrics such as precision, recall and f1-
score for the contribution of each client every federated round.
Reflecting the harmonic mean of these metrics, the
contribution of Fed-Metrics, A" , for each client is defined as
in (4).
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3
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IV. EXPERIMETAL RESULT AND DISCUSSION

In this section, we present the evaluation results and
discuss the main insights derived from the experiments.

Table 3 presents the experimental outcomes, and Fig. 5
illustrates the performance evolution of the three aggregation
approaches.

TABLE IIL EXPERIMENTAL RESULT

Fl Round| 1 2 3 4 5 6 7 8 9 10
Fed AVG Chent 1 | 64.63| 70.73[ 70.73| 68.29| 71.95| 76.83| 91.46| 89.02( 82.93 939
Client 2 | 64.33| 40.35| 45.03| 46.2| 45.61| 74.27| 66.08| 63.74| 924 91.23
Chent 1 | 65.85 69.51| 65.85| 68.29| 67.07| 68.29| 80.49| 84.15[ 79.27| 79.27

Fed-Accuracy+loss -

Clent 2 | 33.33| 53.8| 43.86| 42.11) 49.12| 63.16| 67.25| 87.13[ 87.72| 70.76
Fed-Metrics Chent 1 | 74.39| 68.29 71.95| 71.95| 63.51| 71.95| 78.05| 79.27| 79.27| 96.34
Client 2 | 52.05| 67.25| 63.74| 53.22| 44.44| 47.95| 63.74] 83.04| 90.06| 92.98

96.34

Performance Comparison

Accuracy (%)

Federated Learning Round

Fig. 5. Accuracy comparision
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As shown, Fed-Metrics outperforms the other methods for
both Client 1 and Client 2. Although Client 2 exhibits
noticeable performance fluctuations, particularly in the earlier
rounds, both clients show consistent improvement after
federated round 5, indicating strong convergence. This can be
attributed to the integration of precision, recall, and F1-score,
which enables the global model to weigh clients' contributions
more holistically based on fine-grained performance metrics
rather than solely on data quantity or simple accuracy.

In contrast, although FedAvg performs well in the end,
Fig.5. Illustrates significant performance instability of the
method throughout training. While Client 1 had a more
skewed label distribution, larger fluctuations were observed in
Client 2. This may be due to the presence of quantity skew and
the lack of performance-aware adjustments in FedAvg, which
can exacerbate inconsistencies during local training in non-IID
settings.

These findings support the view that FedAvg may be less
effective in scenarios with unbalanced or non-representative
client data, as it ignores model quality and relies exclusively
on data size, resulting in less stable convergence in practice.

Confusion Matrix

Confusion Matrix
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Fig. 6. Confusion matrix

Fig. 6 presents the confusion matrix of Fed-Metrics. In this
setting, although Client 1 achieves slightly higher accuracy,
the confusion matrix for Client 2 demonstrates that Fed-
Metrics provides more balanced classification performance
across all classes.

V.

This study demonstrates that federated learning enables the
analysis of sensitive video data without centralization, thereby
preserving individual privacy. We developed two FedAvg-
based aggregation algorithms and evaluated their
effectiveness, along with a baseline approach, in the context
of privacy-preserving analysis of CCTV video data. Fed-
Metrics, which integrates precision, recall, and F1-score into
the aggregation process, proved to be the most robust and
effective strategy, delivering high accuracy and stable
convergence, and being well-suited for imbalanced or non-1ID
data distribution. In scenarios with heterogeneous or skewed
data, metric-aware strategies like Fed-Metrics may offer the
best trade-off between fairness and performance.

CONCLUSION

The experimental results validate the effectiveness of the
proposed framework in maintaining a balance between
accuracy and privacy, making it a promising solution for real-
world surveillance systems.
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