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Jihong Park is an Associate Professor at the Singapore University of Technology and Design (SUTD) and an Honorary Associate Professor at Deakin 
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joining SUTD, he was a Lecturer at Deakin University, Australia (2020-2024). He obtained his B.S. and Ph.D. degrees from Yonsei University, Seoul, 
Korea, in 2009 and 2016, respectively. He was a Post-Doctoral Researcher at Aalborg University, Denmark (2016-2017), and at the University of 
Oulu, Finland (2018-2019). He was a Visiting Researcher at Aalborg University, KTH in Sweden, NJIT in USA, and Hong Kong Polytechnic 
University. His recent research focus includes Distributed Machine Learning and AI-Native Semantic Communications for their 6G and 
robotic system applications. Dr. Park has received several prestigious awards, including the 2023 IEEE Communication Society Heinrich Hertz 
Award and the 2022 FL-IJCAI Best Paper Award. He has served as the Symposium Chair and Track Chair for leading conferences, including IEEE 
GLOBECOM 2023, IEEE ICCC 2025, IJCNN 2025, and IEEE WCNC 2026. Currently, Dr. Park is an Editor of IEEE Transactions on Communications, 
a Member of IEEE Signal Processing Society’s Machine Learning for Signal Processing Technical Committee, a Senior Member of IEEE, and Vice 
Chair of AI-RAN Alliance AI-on-RAN Working Group.

J. Park, S. Samarakoon, M. Bennis, and M. Debbah, “Wireless Network Intelligence at the Edge,” Proceedings of the IEEE, Nov. 2019 (Cover Article) 
J. Park, S. Ko, J. Choi, S.-L. Kim, J. Choi, and M. Bennis, “Towards Semantic MAC Protocols for 6G: From Protocol Learning to Language-Oriented Approaches,“ IEEE BITS Magazine (Monthly Popular Article) 2



FCP set up in May 2021 under RIE 2020 with S$68.7m initial investment
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Prof Park has served as the Track Chair and 
Workshop Organizer for leading conferences 
in communications and AI, including IEEE 
GLOBECOM, WCNC, ICML, and AAAI. He 
has received several prestigious awards, 
including the 2023 IEEE Communication 
Society Heinrich Hertz Award and the 2022 
FL-IJCAI Best Paper Award. Currently, Dr. 
Park is an Editor of IEEE Transactions on 
Communications, a Member of IEEE Signal 
Processing Society's Machine Learning for 
Signal Processing Technical Committee, 
and Vice Chair of the AI-RAN Alliance's AI-on-
RAN Working Group.

Prof Chen’s research has received several 
awards, including the Best Paper Award in 
ACM SIGCOMM conference 2010 for the 
work on Error Estimating Coding. His 
research capabilities has been acknowledged 
and funded by large agencies and 
organisations such as, National Research 
Foundation (NRF), Infocomm Media 
Development Authority (IMDA),  
Cyber Security Agency (CSA), Energy Market 
Authority (EMA), Agency for Science, 
Technology and Research (A*STAR), Building 
& Construction Authority (BCA), National 
Instruments, Keysight, LITEON, StarHub.

Prof Quek is the Associate Provost (AI & 
Digital Innovation), Cheng Tsang Man Chair 
Professor and ST Engineering Distinguished 
Professor with the Singapore University of 
Technology and Design (SUTD), leading the 
Wireless Networks and Decision Systems 
(WNDS) Group. He is also the Chair of AI on 
RAN Working Group, Sector Lead of SUTD AI 
Program,  and Deputy Director of the SUTD-
ZJU IDEA, an IEEE Fellow, a WWRF Fellow, 
and a Fellow of Academy of Engineering 
Singapore. He has vast industry experience 
that includes collaborating with companies 
like Quanta Cloud Technology (QCT), VIAVI, 
ST Engineering.
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• Research grants 
• 22 research projects awarded 

➢ MEC & Network Orchestration (9) 
➢ URLLC (4) 
➢ Security (4) 
➢ Integrated Sensing & Comms (3) 
➢ NTN (2) 

• Research projects with key partners (academia 
and companies) 

• Explore collaboration with adjacent research 
programmes in SG (AI.SG, QEP, FME2.0)

National 
Resiliency

Economic 
Capture

Non-
Terrestrial 
Network

Mobile 
Comms

Opportunities 
and Focus 
Area

MEC
Network 

Orchestrati
on

Key 
Alignment 

Alternative to submarine 
c a b l e s ( r e s i l i e n c y ) ; 
advantage of providing 
connectivity into hard to 
reach areas

C2 
Technologies 
to Focus

Convergence

Mobile comms technologies moving beyond 
consumer applications into enterprise and 
industrial use, increased economic 
opportunities and larger impact on 
businesses.

Security
Satellite 

and 
Airborne

I m p r o v e s e r v i c e 
standards to handle 
increased network 
complexities for diff 
applications

Analyze data to 
address challenges 
t o p r i v a c y a n d 
trust, and quantum 
computing

Convergence of satellite, 
airborne, and mobi le 
c o m m s p r o v i d e s 
connectivity to ubiquitous 
communications

How Do We Achieve This 
?

Identified Opportunities and Focus Areas

Supports use cases with 
low latency and higher 
reliability requirements 
e.g. AR/VR and Robotics 
control

Select the Right C2 Technology to Focus
• C2 technologies are wide, therefore it is important to narrow down the scope to the key 

alignment of (i) economic capture and (ii) national resiliency; 
• Focus on selected C2 technologies; and  
• Focus in areas where we have higher chance/opportunities to succeed

FCP1.0 (2021-2025)



FCP1.0 (2021-2025): 5G NTN Live Demo (Osaka Expo’25) 
• HD content can be delivered directly through satellites using OFDM signals in NR-NTN.


• E2E NTN testbed includes NTN UE-gNB emulators (VIAVI, R&S) and a real GEO satellite (JSAT, Japan)


• Live demonstration has been completed at the Singapore Pavilion in Osaka 2025 Expo, Japan.

* gNB: a base station using 3GPP New Radio (NR) technology

* JSAT: a largest satellite vendor in the Asia-Pacific region

GEO: FR3

NR-NTN

NR-NTN Zoom Call, 23 May 2025
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FCP1.0 (2021-2025): O-RAN OTIC
The first and only O-RAN Open Testing and 
Integration Centre (OTIC) in South-East Asia  

• A member of the global OTIC network, approved by 
O-RAN Alliance in Feb. 2023 

• To serve as the South-East Asia’s hub & gateway 
to the global Open RAN ecosystem 

• Co-located with FCCLab 

• Focus areas: Security - Sustainability - AI/ML for 
strategic verticals (e.g., maritime) 

Achievement highlights: 
• Test-automation solutions to reduce massive MIMO O-RU 

testing time to 3-days (in collaboration with Japan OTIC) 
• Integrating NVIDIA stack with multiple O-RU vendors 
• Integrating O-RAN solution with a local telco’s live core



• SUTD-MTK-R&S joint live demo of FR1 NR-
NTN Video Call (with commercial phones and an 
emulated LEO satellite) at the 2025 Osaka Expo

• MediaTek-SUTD Joint Lab to be launched this year, initially 
with 8 projects, including a pilot project on “High-Fidelity 3GPP 
NTN Testbed,” which aims to provide the impact of key design 
parameters on KPIs, such as moving vs. fixed beams and other 
deployment plans

FCP1.0 (2021-2025): MediaTek-SUTD Joint Lab



1. Wireless technologies like 5G and beyond is no longer just about mere connectivity, but is increasingly about 
providing integrated and comprehensive services (such as metaverse) This will further accelerate with the 
introduction of NTN. 

2. FCP has made initial R&D investments in future communications since May 2021. Other countries are already 
moving to the next bound, 6G, an area where we need to make sustained and patient investments.  

3. Singapore has made good progress in Open-RAN with setting up of O-RAN OTIC and initial investments by 
some O-RAN vendors. Therefore, we need to continue to establish our global presence and gain mind share. 

4. Given limited budget and talent, it is not possible for us to compete in all fronts and need to leverage on FCP. 
Hence, we will need to focus our efforts for the investment in national resiliency and economic capture.

Background and Impetus to start FCP2.0

FCP2.0 (2026-2030)
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RAN 
Apps AI 

Apps
Open RAN

Open RAN Concept

Traditional RAN • Disaggregation
• Open Interfaces
• Decoupling HW from SW
• Intelligent management

RU/RRH

DU

CU

RI
C

Open FH

Core
Network 

(CN)
CN

rimedolabs.com

AI-RAN

Open RAN

RAN 
Apps

Traditional 
RAN

AI-RAN: RAN + Programmability + Multi-functionality
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RAN 
Apps AI 

Apps

• Transforming mobile network into distributed global inference engine

• By integrating AI and mobile network

• Towards accelerating innovation in AI and mobile

AI-RAN: Transforming RAN with AI
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RAN 
Apps AI 

Apps

AI-RAN: Transforming RAN with AI

Candidate AI-RAN Reference Architecture 
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SUTD has established the Asia & Pacific Open 
Testing and Integration Centre (OTIC) in 
Singapore (APOS). The first and only O-RAN 
Open Testing and Integration Centre (OTIC) 
in South-East Asia 

• To serve as the South-East Asia’s 
hub & gateway to the global Open 
RAN ecosystem 

• Focus areas: Security - Sustainability 
- AI/ML for strategic verticals (e.g., 
maritime)

SUTD has established one of the world’s first AI-RAN 
Alliance-Endorsed labs, providing a platform for: 

• Developing and testing of AI-RAN solutions that 
enhance network efficiency, adaptability, and 
performance 

• Br idg ing academia and indust ry, fos ter ing 
collaboration between researchers, students, and AI-
RAN Alliance member organisations 

• Exploring next-generation AI algorithms that optimise 
network orchestration, energy efficiency, and 
spectrum utilisation

AI-RAN: AI-RAN Lab @ SUTD



17

Near-RT RIC / SMO / Non-RT RIC

RIC 
Tester 
(RAN 

Scenario 
Generator
— RSG)

O-DU 
Emulator (TSA) Power Supply / Power Analyzer

O-RU FH 
GW O-DU

MTRX 
(MIMO)

UESim

RUSim

O-CU Core 
Emulator

RF cable

OTA

System-under-test (SUT)eCPRI

O-RAN 
Open FH 
split 7.2

DoS Attacker/ Cloud Attack / Visibility Scanning

Network Impairment 
Emulator

Attack  
traffic

N6 
Servers  

(GPU-enabled 
for AI apps)

UE  
(GPU-enabled 

for AI client)

Channel 
Emulator  

(PROPSIM)

gNB 
FR2

Spectrum 
Analyzer 

NVIDIA  
[A40, GH100, 
GH200] O-DU

TN/NTN Core Test

Device 
under test

Sig Gen

AI-based 
RSG AI HW&SW

Test & 
Measurement

AI-RAN: AI-RAN Lab @ SUTD
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5G-native Drone

Quadruped 
robot dog

5G 4K Camera 
(Pegatron 
Nura4K)

5G Dongle 
(Pegatron, 

APAL)
UeSIM

LiteOn O-RU

BBU

Indoor O-RU

Outdoor O-RU

RuSIM

QCT BBU

OAI with 
GPU Accelerator, 

Grace Hopper 
MGX Systems Delta O-RU

HTC BBU

OAI 5G 
Core Network

Core Network

Keysight Core Sim

QCT 5G Core

Ataya 5G Core

5G Core CU, DU RU UEFronthaul

Wheeled Robots 
(AMR, Limo 
ROS)

AR/VR Goggle

Channel

Falcon Switch 
PTP Grandmaster

NE3 Network 
Emulator

Dell PTP Switch

Adjustable RF 
Attenuator J720x

SUTD Campus

RF shield 
box

Packet Capture 
Appliance

OTA 
FR1: 3400 – 3450 MHz 
FR2: 25900 – 26300 MHz

Server for RIC x/rAPP

RIC Test

Paragon Neo

Keysight TSA

PTP and SyncE 
Provider and Tester

mmWave 
gNB

All-in-One

Power Analyzer

Synergy O-CU & O-DU

Spectrum Analyzer

Fraunhofer 
open5gcore

VIAVI  
TM500

Vector signal 
generator

5G Cell Phone

TEMS Pocket

Humanoid robot

Compal O-RU

WNC O-RU

SERA O-RU

Pegatron FR2 CPE

OAI, srsRAN with USRP 
on Bare Metal Server

X410, X310, B210

CMX500 CMW500 

ALifecom 
NE7500/ 
NE6000

PropSIMMTRX

SC-250

Aerial 
Arena

AI-RAN: AI-RAN Lab @ SUTD
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Channel-Adaptive Split Inference via Spectrum Sensing

AI-RAN: Demo



AI-RAN: Industry Trials & Research Tools



Token-based Communication
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On-Device

Motivation. AI-RAN Key Applications
Q. What are the key emerging applications of AI-RAN, in the era of GenAI and multimodal large language models?

Site-specific Predictive

Generative Multimodal

Joint Optimization

A charismatic 
speaker is captured 
mid-speech. He is 

holding a black 
microphone in his 

right hand, speaking 
passionately



“Token”
Processing

Emerging AI Trends: Token-based Processing
Tokens are the fundamental units of processing in generative & large language model-based applications.

Language/Generative Model

Vision Tokenizer Text Tokenizer

Visual

Tokens

Text

Tokens

Image Text

Next

Tokens

Emerging AI Trends

context

reasoning multimodal

draft-and-verify

agentic
semantic
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GENERAL ROBOTS

2023

2025

Source: NVIDIA



Emerging Communication Trends: Token-based Communication
To address the shift from bits to tokens, token-aware communication & token-level multiple access have emerged.

Source: Huawei, MediaTek

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication
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Emerging Communication

Language/Generative Model

Vision Tokenizer Text Tokenizer

Visual

Tokens

Text

Tokens

Image Text

Next

Tokens



Token-based Communication: Multimedia Communication

253GPP TSG-RAN WG1 Meeting #122, Agenda 11.2 “FLS on evaluation assumptions for 6GR air interface,” Aug, 2025 
3GPP TSG-RAN WG1 Meeting #122, Agenda 11.6 “Views on AI/ML in 6GR air interface,” Aug, 2025

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Multimodal data transmission: Token traffic model for generative multimodal data transmission



e2
2% of original image

e1
lacking spatial, textural, color details

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Multimodal data transmission: Text+Image tokens for high-fidelity generative multimodal data transmission

Token-based Communication: Multimedia Communication

G. Cachet, E. Grasucci, J. Park, J. Choi, S. Barbarossa, and D. Comminiello, “”Language-Oriented Semantic Latent Representation for Image Transmission,” IEEE MLSP 2024



context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Multimedia Joint Detection-Decoding: Context token priors via masked language model (MLM) for token detection-decoding

Token-based Communication: Multimedia Communication

Original 
ML detection

Iterative 
MAP detection

MLM

MLM

J. Shin, J. Park, J. Park, J. Choi, and Y.-S. Jeon, "Context-Aware Iterative Token Detection and Masked Transmission for Wireless Token Communication," AAAI'26 Wksp. ML4Wireless.



LPIPS

AIGC: Token engineering for semantic pruning (compression), lengthening (robustness)

H. Nam, J. Park, J. Choi, M. Bennis, and S.-L. Kim, “Language-Oriented Communication with Semantic Coding and Knowledge Distillation for Text-to-Image Generation,” IEEE ICASSP 2024 28

Semantic Source Coding (SSC)

Semantic Channel Coding (SCC)

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Token-based Communication: AI-generated Content (AIGC)



AIGC: Token grouping for semantic packetization

S. Lee, J. Park, J. Choi, and H. Park, “Semantic Packet Aggregation and Repeated Transmission for Text-to-Image Generation,” IEEE ICC 2025

S. Lee, J. Park, J. Choi, and H. Park, “Semantic Packet Aggregation for Token Communication via Genetic Beam Search,” IEEE SPAWC 2025 
S. Lee, J. Park, J. Choi, and H. Park, “Low-Complexity Semantic Packet Aggregation for Token Communication via Lookahead Search,” submitted to IEEE TCOM 29

erasure
channel

Tx Rx SNR = 6dB SNR = 10dB

SemPA-Look

RandomPA

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Token-based Communication: AI-generated Content (AIGC)



MAC: Token interpolation for semantic multiple access

L. Qiao, M. Mashhad, Z. Gao, and D. Gündüz, “Token-Domain Multiple Access: Exploiting Semantic Orthogonality for Collision Mitigation,” IEEE INFOCOM 2025 Wksp. 5G Metaverse. 
E. Grasucci, J. Choi, J. Park, R. Gramaccioni, G. Cicchetti, and D. Comminiello, “”Rethinking Multi-User Semantic Communications with Deep Generative Models,” submitted to IEEE TCCN 30

ViT Inpainting DDPM Denoising

Orth

Denoised

user 1 user 2user 1 user 2

A, xA†Ax

 : original samplex ∈ ℝL×L

 : generated samplex̂ ∈ ℝL×L

x = A+Ax + (I − A+A)x̂

Null SpaceRange Space

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

Token-based Communication: Bandwidth-efficient Multiple Access



+

Neural MAC 
(RL)

Semantic MAC 
(LLM)

context

reasoning multimodal

draft-and-verify

agentic
semantic

“Token”
Communication

MAC: Token-based in-context learning for resilient emergent MAC signaling

Token-based Communication: Resilient Multiple Access

J. Park, S.-W. Ko, S.-L. Kim, J. Choi, M. Bennis, and J. Choi, "Towards Semantic Communication Protocols for 6G: From Protocol Learning to Language-Oriented Approaches," IEEE BITS 2024 
Y. Kim, J. Park, M. Bennis, and J. Choi, “Resilient Token-based  MAC Protocol via Large Language Model In-Context Learning and Knowledge Distillation,” IEEE JSAC, 2025
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MAC: Token-based in-context learning for resilient emergent MAC signaling

Token-based Communication: Resilient Multiple Access

M. Yuksekgonul, et al., "TextGrad: Automatic" Differentiation" via Text," ArXiv preprint:arXiv:2406.07496, 2024. 
J. Park, S.-W. Ko, S.-L. Kim, J. Choi, M. Bennis, and J. Choi, "Towards Semantic Communication Protocols for 6G: From Protocol Learning to Language-Oriented Approaches," IEEE BITS 2024 
Y. Kim, J. Park, M. Bennis, and J. Choi, “Resilient Token-based  MAC Protocol via Large Language Model In-Context Learning and Knowledge Distillation,” IEEE JSAC, 2025
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Multiple Access: Token-based in-context learning for resilient emergent MAC signaling

Token-based Communication: Resilient Multiple Access

J. Park, S.-W. Ko, S.-L. Kim, J. Choi, M. Bennis, and J. Choi, "Towards Semantic Communication Protocols for 6G: From Protocol Learning to Language-Oriented Approaches," IEEE BITS 2024 
Y. Kim, J. Park, M. Bennis, and J. Choi, “Resilient Token-based  MAC Protocol via Large Language Model In-Context Learning and Knowledge Distillation,” IEEE JSAC, 2025



Neural MAC 
(RL)

An LLM is neither a Magic Wand nor a Map 
but it can be…

Straws

2

Canes

Semantic MAC 
(LLM)

1 2

+

1

context
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draft-and-verify
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semantic

“Token”
Communication

Multiple Access: Token-based in-context learning for resilient emergent MAC signaling

Token-based Communication: Resilient Multiple Access

J. Park, S.-W. Ko, S.-L. Kim, J. Choi, M. Bennis, and J. Choi, "Towards Semantic Communication Protocols for 6G: From Protocol Learning to Language-Oriented Approaches," IEEE BITS 2024 
Y. Kim, J. Park, M. Bennis, and J. Choi, “Resilient Token-based  MAC Protocol via Large Language Model In-Context Learning and Knowledge Distillation,” IEEE JSAC, 2025



PHY: Token-based in-context learning for resilient PHY beamforming

Token-based Communication: Resilient Beamforming

J. Park et al., “AI-based 5G Beamforming for Mobility-Aware Interference Mitigation and Power Saving ,” AI-RAN Alliance WG1 WI



PHY: Token-based in-context learning for resilient PHY beamforming

Token-based Communication: Resilient Beamforming

J. Park et al., “AI-based 5G Beamforming for Mobility-Aware Interference Mitigation and Power Saving ,” AI-RAN Alliance WG1 WI
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ARC-1 (C1                B200 GPU)
NVLink2

7,200 Gb/s

72,000 TPS/server 

(LlaMA 4 400B)

Cloud AI (36,000 TOPS)

Large 
Model

ARC-Compact (C1 CPU                L4 GPU)
CX7

400 Gb/s

On-Site AI (2,000 TOPS)
On-Device AI (50 TOPS)

30-45 TPS

(LlaMA 2 7B)

Small 
Model

Small 
Models

Challenge 1. Distributed, Heterogeneous AI
Q. Can token communication unify dispersed, heterogeneous AI resources for collective use?

Tokens

Tokens

Small Language Model (SLM):

low latency, but coarse

Large Language Model (LLM): 

high latency, but precise

* TPS: Tokens Per Second

* TOPS: Trillion Operations Per Second 38

Source: NVIDIA, MediaTek, Qualcomm, Tesla
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

S. Oh, J. Kim,  J. Park, S.-W. Ko, T. Q.S. Quek, and S.-L. Kim, “Uncertainty-Aware Hybrid Inference with On-Device Small and Remote Large Language Models,” IEEE ICMLCN 2025 
S. Oh, J. Kim,  J. Park, S.-W. Ko, J. Choi, T. Q.S. Quek, and S.-L. Kim, “Communication-Efficient Hybrid Language Model via Uncertainty-Aware Opportunistic and Compressed Transmission,” submitted to IEEE TCOM

SLM LLM

measure 

uncertainty


& Op Tx


2

SLM

inference
1

vocabulary

distribution

input

token

generated

tokens

LLM

inference
3

reject &

resample

4

Large 
Model

Small 
Model

u > uthQ. how to set ?uth
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

S. Oh, J. Kim,  J. Park, S.-W. Ko, T. Q.S. Quek, and S.-L. Kim, “Uncertainty-Aware Hybrid Inference with On-Device Small and Remote Large Language Models,” IEEE ICMLCN 2025 
S. Oh, J. Kim,  J. Park, S.-W. Ko, J. Choi, T. Q.S. Quek, and S.-L. Kim, “Communication-Efficient Hybrid Language Model via Uncertainty-Aware Opportunistic and Compressed Transmission,” submitted to IEEE TCOM
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β = Pr(y ≤ x)

:=Δ

Ey<x [ y
x ] + (1 − Δ) ⋅ 0SD reject probability:A

β ≈ au + breject-uncertainty relation:B −
b
a

≤ u <
Δ − b

a
risk-averse

(full accept)

risk-prone

Eu[β ] ≤uth =
Δ − b

a ,

risk upper boundrisk-prone 
U-HLM

Theorem 1
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

S. Oh, J. Kim,  J. Park, S.-W. Ko, T. Q.S. Quek, and S.-L. Kim, “Uncertainty-Aware Hybrid Inference with On-Device Small and Remote Large Language Models,” IEEE ICMLCN 2025 
S. Oh, J. Kim,  J. Park, S.-W. Ko, J. Choi, T. Q.S. Quek, and S.-L. Kim, “Communication-Efficient Hybrid Language Model via Uncertainty-Aware Opportunistic and Compressed Transmission,” submitted to IEEE TCOM

SLM LLM
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3
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4
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Model

where TVDTop-k:

TVD UB1:

Offline Compression Online Compression

TVD UB2:
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

S. Oh, J. Kim,  J. Park, S.-W. Ko, T. Q.S. Quek, and S.-L. Kim, “Uncertainty-Aware Hybrid Inference with On-Device Small and Remote Large Language Models,” IEEE ICMLCN 2025 
S. Oh, J. Kim,  J. Park, S.-W. Ko, J. Choi, T. Q.S. Quek, and S.-L. Kim, “Communication-Efficient Hybrid Language Model via Uncertainty-Aware Opportunistic and Compressed Transmission,” submitted to IEEE TCCN
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Avg. SNR (dB)Top-K Value (out of 32k-token vocabulary)
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R 

or
 T

R

Uncertainty Threshold

74.8%

Transmission 

(and LLM Computation) Skipped

98.7% 
Accuracy

99.9% 
Payload 
Compression

Robust to Low-SNR
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

J. Park, Y. Lim, S. Oh, J. Park, J. Choi, and S.-L. Kim, “Uncertainty-Aware Opportunistic Hybrid Language Model in Wireless Robotic Systems,” ICML’25 Wksp. ML4Wireless 
J. Park, Y. Lim, S. Oh, J. Park, J. Choi, and S.-L. Kim, “Action Deviation-Aware Inference for Low-Latency Wireless Robots,” submitted to ICC 2025 
R. Luo, Y. Lim, Z. Guo, J. Park, T. Q.S. Quek, and H. Tian, “Wireless Hybrid Decision-Making via High-Fidelity Robot and Ray Tracing Simulators,” in progress

LLM-based 
Control

VLA-based 
Control

RL-based 
Control
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Opportunity 1. Communication-Efficient, Uncertainty-Aware Hybrid Language Model (CU-HLM)
Distributed speculative decoding (HLM) utilizes both SLM and LLM + uncertainty-aware compression & opportunistic Tx

J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI

Perception

Action

Multimodal 
sensor data Humanoid 

(Unitree G1)

AI-RAN

Large 
Model

Action inference 
(Qwen 2 VL)

VLM
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Edge AI

RAN L1 Software (DU)

NVIDIA AI Aerial

Virtualization Platform (RedHat Openshift)
NVIDIA GH200 Grace Hopper Superchip

Radio Unit

cuVNF cuBB  
(7.x Split)

CU  
(PDCP/RRC)

L2  
(RLC / MAC)

dUPF

AMFSMFEtc

+

AI 
Workloads 
(VLM/LLM 
Inference)

UPF

KPM-
xApp

DataLake 
(I/Q)

N6

Database
OpenShift 

Metrics
E2E 

Metrics

OTA 
connected 5G Robots

E2

Near-RT RIC 
(FlexRIC)

O2

NS-
xApp

AI model 
Placement

E2 TermRAN L2/L3 
Software

Fraunhofer 
open5gcore

Intent-Driven AI-on-RAN Orchestrator 

AI models 
repository

Resources 
Allocation

Prometheus 
+ DCGM

Topology

J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI
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GH 55 (Pasir Ris)

GH 52 (Changi)

GH 54 (Pasir Ris)

GH 53 (Changi)

Dell Switch

Falcon 1

QCT RU 1

Fronthaul

WWW

FCP: 10.1.110.55 
OS VLAN: 122 

OS IP: 10.1.122.1 OS Single Node

192.168.88.103PTP Switch

FCP: 10.1.110.52 
OS VLAN: 122 

OS IP: 10.1.122.2 

FCP: 10.1.110.53 
OS VLAN: 122 

OS IP: 10.1.122.3 

FCP: 10.1.110.54 
OS VLAN: 122 

OS IP: 10.1.122.4 

OS 3 Node Cluster

192.168.88.137

OS VLAN: 122

E2 Interface

ai-ran.openshift.fcp

Testing  
Cluster

GPS Sync

Pfsense  
Router/Firewall

FCP: 10.1.110.1

Production  
Cluster

ai-ran-test.openshift.fcp

PTP Connection

Synology NAS

172.27.2.42

Logical Topology

J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI
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Node 1 
Balanced workloads (gh200-3node-eq-balanced ) 
• 2 × 1g.12GB (small models)  
• 1 × 2g.24GB (medium models) 
• 1 × 3g.48GB (critical app eligible/ medium models)

Node 2 
Balanced workloads 2 (gh200-3node-eq-balanced ) 
• 2 × 1g.12GB (small models)  
• 1 × 2g.24GB (medium models) 
• 1 × 3g.48GB (critical app eligible/ medium models)

Node 3 
Large workloads (all-disabled) 
• Full GPU (critical app eligible/ large models)

GH 52 
node/50-00-e6-32-fe-b0 GH 54 

node/50-00-e6-32-fe-b4

GH 53 
node/50-00-e6-33-00-4c

https://docs.nvidia.com/datacenter/tesla/mig-user-guide/

Multi-Instance GPU (MIG) Availability
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Benchmark qwen2.5vl:3b 
(Jetson)

qwen2.5vl:7b 
(Jetson)

llama3.2-vision-11b 
(Jetson)

Qwen2.5-VL-7B-Instruct  
(GH200)

DocVQA 93.0% 94.5% 92.0% 95.7%

ChartQA 83.0% 85.0% 82.0% 87.3%

TextVQA 81.0% 83.0% 80.0% 84.9%

MathVista 63.0% 65.0% 60.0% 70.5%

Inference Accuracy (Multimodal Benchmarks)

Metric qwen2.5vl:3b 
(Jetson Orin)

qwen2.5vl:7b  
(Jetson Orin)

llama3.2-vision-11b 
(Jetson Orin)

Qwen2.5-VL-7B-Instruct 
(GH200)

TTFT (avg, s) 0.340 0.440 0.520 0.024

TPT (avg, s) 0.156 0.272 0.298 0.0067

TPS (tokens/s) 6 4 3 1,017

Inference Latency
On-Device AI Edge AI

Local/Edge AI Model Test (without Robots)

J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI
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AI-on-RAN Powered Intelligent Robotic Dog

STT/TTS on Jetson Orin, Qwen2.5 7B LLM on GH200, connected over 5G-NR (FR1)

Robot Test 1: Voice-Controlled Intelligent Robotic Dog

J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI



50J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI

Robot Test 2: Voice-Controlled Humanoid



51J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI

GPU VLM Model Connectivity Throughput 
(tokens/s)

TTFT 
(ms)

Compute Delay 
(ms)

Comm Delay 
(ms)

E2E Delay 
(ms)

GH200 Gemma3-4B Ethernet 125.10 599.497 599.497 6.800 606.297

GH200 Gemma3-4B 5G 120.54 597.295 597.295 11.664 608.959

Jetson Orin Moondream2-1.8B Local 42.13 1.741 4,000.005 0.000 4,000.005

Robot Test 3: Vision-Controlled Humanoid



52J. Park et al., “AI-RAN Orchestration for Heterogeneous and Hybrid LLMs,” AI-RAN Alliance WG3 WI

Robot Test 3: Vision-Controlled Humanoid



Cloud AI
Mobile  

Machine

Challenge 2. Disembodied AI — Lack of Perception and Actuation in the Real World
Q. Can embodied on-device AI communicate tokens with disembodied cloud AI?

Small 
Model

Perception

Actuation

Large 
Model

Perception

Actuation

?
On-Device AI:


low intelligence, but embodied
Cloud AI:

high intelligence, but disembodied

Real World 
(Physics)

Channel

• Perception 
• Actuation 
• Physics 
• Channel

Enabling communication with 
embodied Cloud AI requires:

53Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress



Opportunity 2. Integrated Robot-RT Simulator for Wireless Digital Twin
Cloud AI with wireless digital twin enables token-based hybrid decision-making (← HLM).

destination

Cloud AI
Mobile  

Machine

Small 
Model

Perception

Actuation

Real World 
(Physics)

route 
correction

Hybrid 
Decision-Making

Physics

Actuation Perception

Channel
Large 

Model

Digital Twin

Ray Tracing 
Simulator

Robot 
Simulator

ROS

Server

Isaac Sim 
Robot Sim

Sionna 
Ray Tracing

54Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress
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 Issac Sim rendering (default)

 Vision sensor

 Lidar sensor

 Issac Sim physics (SUTD)

 Issac Sim rendering (SUTD)  Issac Sim rendering (SUTD)

 Vision sensor

 Lidar sensor

Opportunity 2. Integrated Robot-RT Simulator for Wireless Digital Twin
(Robot) NVIDIA Isaac Sim: GPU-accelerated robot simulator with real-time rendering and high fidelity physics modeling

Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress



Sionna ray tracing (default) Sionna coverage map (default)

Sionna ray tracing (SUTD) Sionna coverage map (SUTD)
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Opportunity 2. Integrated Robot-RT Simulator for Wireless Digital Twin
(Communication) NVIDIA Sionna RT: GPU-accelerated electromagnetic (EM) ray tracing simulator

Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress
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Opportunity 2. Integrated Robot-RT Simulator for Wireless Digital Twin
Integrated Issac Sim + Sionna RT via ROS server (in progress)

57

Isaac Sim 
Robot Sim

Sionna RT 
Ray Tracing

Sync. via ROS Server

every 1 sec

Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress



Challenge 3. Wireless Digital Twin Construction — Lack of High-Fidelity Environmental Information
Q. How can we synchronize digital-physical worlds, despite limited access to high-fidelity environmental information?

IssacSim Real World

Material information mismatch

IssacSim Real World

Robot HW mismatch

58Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress



Opportunity 3. Integrated Robot-RT Simulator for Wireless Digital Twin

Autonomous mobile robot (AMR) in real world

AMR URDF in Isaac Sim

Differentiable RT enables to learn material parameters via GD, with Isaac Sim robot asset (URDF)

59Y. Lim, Z. Kang, Z. Guo, J. Park, and T. Q.S. Quek, “Robot Communication Digital Twin for Wireless Hybrid Inference,” in progress



Opportunity 3. Differentiable RT with Warm-Start Initialization
Differentiable RT enables to learn material parameters via GD, with initial parameters obtained using vision-language model (VLM)

60

Material parameter learning
w.o. VLM w. VLM

C
on

du
ct

iv
ity

iterations
Z. Kang, Y.  Lim, Z. Gu, S..-W. Ko, Tony Q.S. Quek, and J. Park, "Accelerated Multi-Material Parameter Active Learning via Vision-Language Model Aided Differentiable Ray Tracing," AAAI'26 Wksp. ML4Wireless.

iterations
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Visual scene from Issac Sim

Issac

Sim

VLM-derived material parameters

VLM

Sionna

RT



Opportunity 3. Differentiable RT with Warm-Start Initialization
Differentiable RT enables to learn material parameters via GD, with initial parameters obtained using vision-language model (VLM)

61



Opportunity 3. Differentiable RT with Warm-Start Initialization
Differentiable RT enables to learn material parameters via GD, with initial parameters obtained using vision-language model (VLM)

62Z. Kang, Y.  Lim, Z. Gu, S..-W. Ko, Tony Q.S. Quek, and J. Park, "Accelerated Multi-Material Parameter Active Learning via Vision-Language Model Aided Differentiable Ray Tracing," AAAI'26 Wksp. ML4Wireless.



Future Challenges. Coarse Tokens, Agentic AI
• Tokens are more coarse than bits:


	 - Language tokens: ~ 16 bits (50K vocabulary size)


	 - Vision tokens ~ 0.75 KB (16 x 16 patches, 8 bits/channel)


Q. For high-fidelity applications, should we rely solely on classical 

communication, or adopt a hybrid approach?

Source: Anthropic, Google

63

• Model Context Protocol (MCP) and Agent-to-Agent protocol (A2A) 

have emerged to support AI-to-App and inter-AI communication. 


• MCP resembles URLLC+eMBB, A2A aligns with uRLLC+mMTC slices


Q. Should we optimize concurrent slices, or create a new slice for 

token communication?

H. Nam, J. Park, J. Choi, S.-L. Kim, “Hybrid Semantic Communication Integrating Complementary Shannon Communication,” submitted to IEEE ICASSP’26 
H. Nam, J. Park, J. Choi, and S.-L. Kim, "Hybrid Semantic Communication for Controllable Fidelity in Wireless Image Transmission," submitted to IEEE TCCN



Future Challenges. Token vs. Cache Communication 
• Token communication: $Computation ↑ ➨ $Communication ↓  

Q. If computation dominates, can $Communication ↑ ➨ $Computation ↓ ? ➨ KV cache communication

64
T. Fu et al., “Cache-to-Cache: Direct Semantic Communication Between Large Language Models,” arXiv:2510.315, 2025 
Z. Chen, Z. Li, H. H. Yang, S.-W. Ko, T. Q.S. Quek, and J. Park, "Federated Inference for Heterogeneous LLM Communication and Collaboration," AAAI'26 Wksp. ML4Wireless.

4 bytes

28 KB

T2T (token communication) C2C (KV cache communication)



Future Challenges. Token vs. Cache Communication 
• Token communication: $Computation ↑ ➨ $Communication ↓  

Q. If computation dominates, can $Communication ↑ ➨ $Computation ↓ ? ➨ KV cache communication

65S. Lee, C. Zheng, H. Park, and J. Park, “KV Cache Handover for Mobile Wireless LLM Streaming,” work in progress.
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