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Abstract—Microphone array (MA) beamforming owns the
high spatial diversity for steering the designed beampattern
towards the sound source while suppressing the background
noise, surrounding noise and interference from other directions.
MA technology has been installed into various types of speech
applications, such as, surveillance device, smartphone, hearing
aids, voice - controlled device, teleconference system, cochlear
implant. MA exploits the prior spatial information, the charac-
teristic of surrounding noise, the properties of recording realistic
environments to achieve noise reduction and speech enhancement
at the same time. Differential microphone array (DIF) method is
one of the most useful beamforming techniques, which has been
commonly applied into numerous acoustic equipment, due to its
compactness and easy implementation. DIF has the capability
of null-steering the beampattern at noise location while saving
the clean speech data in 0(deg), which relates to the axis of
MA. In this paper, the author proposed an enhanced DIF’s
performance in a complex and adverse noisy environment. The
numerical simulation has confirmed the effectiveness of the
suggested method in increasing the speech quality in the term
of signal-to-noise ratio from 8.4 to 10.8 (dB) and reducing the
noise level to 15.7 (dB). The author’s proposed method can
be integrated into a multi-channel system for dealing difficult
complex tasks, such as, speech recognition and reverberation.

Index Terms—Differential microphone array, noise reduction,
speech enhancement, beampattern, post - Filtering.

I. INTRODUCTION
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Fig. 1. Numerous noise sources seriously affects on speech quality.

In many speech applications, people are inevitably affected
by third-party talkers, unwanted noise, annoying interference,
internal electrical noise of communication equipment, as in
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Fig. 1. In order to preserve the clean speech data, remove
background noise, the requirement of speech enhancement
is an essential part in almost all acoustic devices. With the
purpose of saving the target speaker, a single-channel ap-
proach, which is based on spectral subtraction, has the ability
of eliminating the surrounding noise while saving speech
components. However, this method only works well in the
stationary noise field and often causes speech distortion or
musical noise in complex, non-stationary noise conditions.
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Fig. 2. The promising beampattern towards on talker.

MA beamforming [1-3] with high spatial diversity concern-
ing the beampattern toward the certain sound location while
attenuating the other signals from different directions as in
Fig.2 . MA beamforming incorporates single-channel tech-
nique and spatial information - based preprocessing-method,
post-filtering algorithm, spectral mask, coherence to obtain
speech enhancement and noise reduction at the same time.
The scheme of MA beamforming is presented in Fig. 3.

In [4], the authors proposed a prospective method for de-
signing optimum Linear Differential Microphone Array (LD-
MAs) by optimizing the array configuration. The algorithm
includes dividing the entire array into subarrays and full band
cost function, from which the configuration of microphones is
optimized. The simulated results have confirmed the effective-
ness in directivity factor while maintaining a reasonable level
of White Noise Gain (WNG).
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Fig. 3. The scheme of MA signals processing in realistic equipment.

Zhao K et al [5] addressed the problem of WNG in any
arbitrary distribution of MA. The method applied Jacobi-
Anger series expansion to adapt WNG to a desired value by
minimizing the error between the ideal and practical directivity
pattern. The numerical result has shown the capability of the
proposed method.

In [6], Zhao X presented a novel technique, which exploited
null constraints formed from the target beampattern, to design
differential beamformers by using spherical MA. This ap-
proach only requires the zero-null beampattern for improving
notable flexibility and convenience in practical applications.

Luo X et al [7] suggested using both omnidirectional and
bidirectional microphones to design steerable LDMAs through
Jacobi-Anger series expansion. The simulation results validate
the proposed method and the steering flexibility in realistic
recording situations.

Wang X et al [8] developed a beamforming technique
for circular MA to take advantage of the symmetric null
constraint from the beampattern through a designed differential
beamformer. The conducted experiments were verified in a
realistic recording scenario.

These above works, which are often implemented in labora-
tory condition, do not resolve all complicated problems of DIF
beamformer. Therefore, in this paper, the authors proposed
an efficient post-Filtering to extract the desired signal while
suppressing the remaining noise component and increasing the
speech quality.

II. THE SIGNAL MODEL OF DIF BEAMFORMER

In the general case, the authors used a dual-microphone
array system (DMAZ2) to present the scheme of the DIF
beamformer. DMA?2 has a compact size, high spatial diversity
and high directivity factor to concern the beampattern at
specified source location while steering the null-beampattern
at direction of noise. The scheme of the DIF beamformer is
illustrated in Fig. 4.

At current considered frequency f, frame k, w = 2n f, the
original speech signal S(f, k) the representation of received
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Fig. 4. The structure of DIF beamformer.

signals X (f, k), X2(f, k) can be expressed as the following
ways:

S(w, k)ed®: (D
S(w, k)e 9% 2)

Xy (w, k)
XQ( ak)

W,
w

where &, = wfrpcos(fs) mean the phase delay, 0 is the
direction of arrival of useful signal relatives to the axis of
DMA2, 9 = %, d denotes the range between two mounted
microphones, c is the sound speed propagation in fresh air,

c=343("%).
DMAZ2 has the capability of extracting the desired target
speech component at #; = 0(deg) and steers the null-

beampattern towards the direction of noise. The output of the
DIF beamformer is based on a subtraction signal between two
microphone signals. With an appropriate delay 7 is added, the
designed directivity beampattern was derived by the following
equations:

X1 (w, k) — Xo(w, k)e 7«7

Yprr(w, k) = 5 3)
= S(w, k)e ™I F sin(“22 (cos(0) + —)) (4
2 T0
where 6, is the target null-beampattern at noise source.
The obtained beampattern is expressed as:
Yprr(w, k)
Bw,0) =|———— 5
(w.0) =155 )
=|e™7 5 sin(“22 (cos() + —))| (©6)
2 T0
=|sin(“22 (cos(0) + —))] (7)
2 T0

With f = 2500(Hz), d = 4.25(cm) and 6, = 120(deg),
the achieved beampattern can be shown in Fig. 5.

Due to the sine function scaling in equation (7), the author’s
work [9] suggested using an additive equalizer, which can be
formulated as:
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Fig. 5. The promising DIF beamformer at f = 2500(Hz), d = 4.25(cm),
0, = 120(deg).
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where F, = ﬁ

With a threshold 12(dB), the additive equalizer is limited.
H.qf allows recovering the original clean speech data.
The received signal is:

Yprr(w, k) = Ypre(w, k) X Heg(w) 9)

III. THE PROPOSED POST - FILTERING

With assumed steering vector D, (w, 05), the covariance of
speech can be determined as:

1
Df(w, 95)'1’}1)( (w, k)Dg(w, bs)

o2 (w, k) = (10)
where ® x x (w, k) = E{X" (w, k) X (w, k)} is the covariance
matrix of observed microphone array signals.

The definition of ®x x (w, k) can be determined as:

q)XX(OJ’ k) _ |:PX1X1

Px, x,
Px,x,

Px,x,

Y

The auto and cross power spectral densities (PSD) between
X1 (w, k), Xo(w, k) are calculated by recursive equations:

PXin (w7 k) = (1 - a)PXiXi (w7 k— 1)

+aX (w, k) X;(w, k) (12)
PXin (W, ]f) = (1 — Oé)PXin (w,k — 1)
+aX] (w, k)X (w, k) (13)

with « is an appropriate smoothing parameter in range 0...1,
1,] =1,2.

The author’s idea is exploiting the prior spatial information
of recoding scenario for calculating post-Filtering. The formu-
lation of DIF beamformer is W prp(w) = 1[1  —e9«7]T,

With definition of covariance matrix of noise ® yn (w, k) =
E{N(w, k)" N(w,k)}, we can easily compute the covariance
of noise at the output of DIF beamformer’s output O'?LT (w, k)

as the following equation:

o (w, k) = Wi p(w)®ny(w, k)W prr(w) (14

And:

o2 (w, k) = 02 WD p(w)Tnn (w, KW pre(w)

Ny

15)

where o2 mean the covariance of background noise and o2

can be calculated by Minimum Statistic [10], Ty n(w, k) =
1 Yon (W, k)

Yon(w k) 1
between two point noise sources.

In complex and annoying recording situations [11], the
formulation of 7y, (w, k) can be determined as:

, Ynn(w, k) presents the coherence

sin(wtp)

(1 + lfjn )wTQ

Yon (w, k) = (16)

with (3, presents the uncorrelated noise and P,, means the
spectral density floor of noise.

However in numerous speech applications,the rapid change
in environmental factors cause the degradation of the signal
processing system. Consequently, the author proposed using
speech presence probability, which based on observed spatial
information of phase difference, to adaptive track and update
the coherence between two point noise, according to the
recording situation.

The phase difference between two array signals is derived
as:

Ag(w, k) = arg(X; (w, k)) — arg(Xa(w, k) —wro  (17)

In realistic, Ag(w,k) in range [—7...7]. In the frame with

presence of speech component, the phase difference tends to
0, and with absence of speaker, A(g,p) often leads to —F
or 5.

With an appropriate constant value a, the speech presence
probability spp(w, k) is determined as the following way:

1
1+ asin?(As(w, k))

So the coherence can be exactly update as the following
way:

spp(w, k) = (18)

R stn(wT
Fn (0, k) = o) (19)
(L4 (1 = spp(w, k)) 5 )wTo
And the trix covariapce( Ofk oise is modified as:
I _ Tnn\W,
PR =15 (w1

The final author’s post-filtering can be defined as:
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o2 (w, k)

F(w, k) = 20
P ((U7 ) O_g(w7 k) + U%T (w, k) ( )

And the DIF beamformer’s output is filtered as:
Y(w, k) = Yprr(w, k) x pF(w, k) @1

In the next section,the author will demonstrate the effective-
ness of the author’s suggested technique for improving DIF
beamformer’s evaluation in complex and annoying environ-
ment.

IV. EXPERIMENTS

The purpose of this section is verifying the effectiveness of
the proposed method (pFspatial) in reducing the background
noise level and increasing the speech quality. The experiment
was conducted in anechoic living room (3.5x424.5 (m)) with
dual-microphone system (DMA2) and a stand speaker at the
distance L = 3(m) to the axis of DMA2. The preferred
direction of arrival of interest useful signal is 65 = 0(deg)
and noise source at direction 6, = 120(deg). The model of

experiment is shown in Fig. 6.
9\

Fig. 6. The demonstrated experiment in living room.

Mic. 1

The range between two microphones is d = 5(cm). For
recording the clean speech data, the author used these param-
eters: frequency sampling F's = 16kHz, nFFT = 512 and
overlap 50%. An objective measurement [12] was used for
calculating the obtained signal-to-noise ratio for illustrating
the advantage of suggested technique in realistic recording
environment.

The captured MA signals is shown in Fig. 7.

By applying the DIF algorithm, the output signal is derived
in Fig. 8.

Due to many reasons, such as, the moving head of speaker,
the error of sampling rate, the imprecise estimation of pre-
ferred steering vector, the microphone mismatches, the differ-
ent microphone sensitivities, DIF beamformer’s performance
often degraded. The speech distortion, musical noise and
unacceptable noise level make the perceptual metric listener,
speech quality is not satisfied. Therefore, the author proposed
using an additive post - Filtering for suppressing the remaining
noise and improving the speech quality.

The promising result can be expressed in Fig. 9.

Fig. 10 compared the energy between the observed micro-
phone array signals and processed signal by DIF and pFspatial.
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Fig. 7. The waveform (a) and spectrogram (b) of microphone array signals
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Fig. 8. The waveform (a) and spectrogram (b) of DIF beamformer’s output

signal

Table 1 described the obtained speech quality. From these
above figures and table 1, we can see that pF has the capability
of saving the original clean speech data while suppressing
the surrounding noise, musical noise. The noise level was
suppressed to 15.7 (dB) and the speech quality in the term
of signal-to-noise ratio (SNR) was increased from 8.4 to 10.8
(dB).
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Fig. 9. The waveform (a) and spectrogram (b) of processed signal by applying
pFspatial

=

‘
_
———

Fig. 10. The energy between microphone array signal and processes signals
by DIF beamformer and pFspatial.

TABLE I
THE COMPARISON OF SIGNAL-TO-NOISE RATIO (DB)

Method Estimation | Microphone array | DIF beamformer | pFspatial
signal
NIST STNR 5.2 16.1 24.5
WADA SNR 6.4 15.0 25.8

The author’s idea is exploiting the prior spatial information
to take into account noise covariance at DIF beamformer’s
output signal to form a suitable post - filtering for removing
background noise. The effectiveness of the suggested approach
is the low computation, easily installed into the DM A2 system,
preserving the speech component, alleviating the musical noise
and enhancing the speech quality in the terms of signal-to-
noise ratio.

The described method can be integrated into multi-channel
to solve other complicated problems, such as, speech recog-
nition, reverberation or speech source separation.

V. CONCLUSION

Due to the efficient signal processing, the high spatial
diversity, the high directivity factor, DIF is widely installed
into multiple acoustic equipment. Because of the complex
recording environment, the different microphone sensitivities,
the error of estimation of preferred direction of arrival of
helpful signal, the displacement of designed geometry of MA,
the moving head of speaker, the DIF’s performance often
corrupted. In this contribution, the author proposed an effective
post - Filtering for suppressing noise level at DIF’s output
signal. The numerical results confirmed the advantage of the
author’s approach in reducing the noise level to 15.7 (dB)
while saving the original speech component and increasing the
speech quality from 8.4 to 10.8 (dB). The appealing properties
of the author’s suggested direction is using the prior phase
information of observed microphone array signals to form an
appropriate post - Filtering for enhancing DIF’s performance.
This approach can be integrated into various types of speech
applications for addressing many complicated problems.
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