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Abstract—Plagiarism detection remains a critical concern in
academic and research environments. Traditional methods of-
ten rely on keyword matching or require access to paid web
search APIs, which limits their scalability and accessibility. In
this paper, we present an offline-capable semantic plagiarism
detection system that leverages Sentence-BERT for deep semantic
comparison of texts and DuckDuckGo for lightweight web
search without API keys. The proposed system extracts text
from academic PDFs, splits it into manageable chunks, and
searches for potentially plagiarized content using DuckDuckGo.
Retrieved web pages are parsed and semantically compared
with the input using sentence embeddings and cosine similarity.
The system highlights suspicious content directly in the PDF
and generates a summary report, providing transparency and
interpretability. Our approach offers a practical and cost-effective
solution for plagiarism checking in low-resource or restricted-
access environments, with promising accuracy and usability for
educational institutions, publishers, and independent researchers.

Index Terms—Semantic Plagiarism Detection, Sentence-BERT,
Natural Language Processing (NLP), DuckDuckGo Search, Aca-
demic Integrity, Cosine Similarity, Offline AI Models, Text
Similarity, Web Mining, PDF Text Analysis

I. INTRODUCTION

Plagiarism remains a significant challenge in academic
and professional environments, especially with the increasing
availability of digital content. Traditional plagiarism detection
tools often rely on surface-level text matching or require access
to proprietary databases and cloud-based APIs, which can limit
their accessibility, transparency, and reproducibility. In recent
years, semantic models such as Sentence-BERT (SBERT)
have demonstrated strong capabilities in capturing contextual
meaning between sentences, offering a more robust approach
to detecting paraphrased or semantically altered content. How-
ever, many existing solutions that leverage such models still
depend on paid APIs or cloud infrastructure, making them
unsuitable for offline or privacy-sensitive environments.

Plagiarism is when someone copies or mimics the words,
concepts, and ideas of another writer and passes them off
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as their unique work. Plagiarism is unacceptable in scientific
writing, and if plagiarism is discovered in a Journal of Dairy
Science article, it will be rejected along with any updates. In
essence, scientific research is an attempt to find the truth about
the universe we inhabit. A degree of honesty and professional
integrity that might not be necessary in some other fields
of effort should be upheld by scientists who conduct this
inquiry and report their findings [1]. Writing critical essays is
a crucial component of undergraduate education, particularly
for students enrolled in the School of Language Studies and
Linguistics’ Literature in English degree at Universiti Ke-
bangsaan Malaysia. Students must discuss and present relevant
issues in writing in an analytical and captivating manner using
pertinent citations from published materials in all literature
courses, including Critical Appreciation, Gender Identities,
and Selected Literary Works, which were the subject of this
research project. But we discovered that our students struggle
greatly in these areas. Some of the issues were simple and
could be resolved by a one-on-one discussion [2].

Claiming to be the creator of someone else’s work is
known as plagiarism. Copying sentences, phrases, or para-
graphs precisely as they are found in the source, rearranging
them, substituting synonyms for a few words, or just copying
a passage of a paper and adding a few sentences of your
own are all examples of plagiarism. It is important to cite
the original work, even when paraphrasing a portion of a
publication or study conclusions. On the other hand, exploiting
someone else’s work without their consent is a violation of
copyright. Using a table or figure from a previous publication
without the author’s consent from the journal or publisher is
an example of a copyright violation [3]. Because there are
so many digital papers available online, plagiarism the act
of duplicating someone else’s work is on the rise. Because
the Internet is so widely used, copying documents is now
relatively simple. Complete or partial copies of documents
are possible. Numerous document copy detection algorithms
have been proposed; however, there isn’t one that works well
with Malayalam documents. The act of passing off someone
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else’s original words and ideas as one’s own is known as
plagiarism, and it is considered a moral as well as frequently
a legal offense. The sheer volume of information accessible
for manual analysis grows as more and more information is
made public online. As a result, computer techniques have
been developed to support authorship, direction recognition,
and text reuse [4]

Machine learning has played a crucial role in enhancing
AI development, including voice detection, image recognition,
text analysis, and other fields [5]–[12]. This paper introduces
an offline-capable plagiarism detection framework that inte-
grates SBERT-based semantic similarity measurement with
lightweight web mining using the DuckDuckGo search engine.
Our system extracts content from academic PDF documents,
performs semantic comparisons between document chunks and
retrieved web content, and highlights potential matches with
visual overlays. Unlike systems that require Bing or Google
API keys, our approach is designed to be fully executable
without registration or external credentials, making it more
accessible to researchers and educators. We further enhance
usability by providing a user-friendly interface via Gradio and
generating automated summaries to support decision-making
using machine learning [13]–[29]. Experimental evaluations
demonstrate that the proposed system offers a practical balance
between detection quality and deployment simplicity, espe-
cially in resource-constrained or privacy-conscious settings.

II. METHODOLOGY

The proposed system is designed to detect semantic pla-
giarism in academic PDFs using Sentence-BERT and web
content retrieved via DuckDuckGo. It operates entirely offline
except for the web search component, and avoids the use of
paid or restricted APIs. The methodology is composed of the
following key stages (shown in Fig. 1):

A. Text Extraction from PDF

We begin by extracting the full textual content from a given
academic PDF using the PyMuPDF (fitz) library. This ensures
support for both single-column and multi-column layouts with
minimal loss of formatting.

B. Chunking the Document

To allow for finer-grained similarity analysis, the extracted
text is segmented into manageable chunks based on sentence
boundaries. A fixed token limit (e.g., 300 words) is used to en-
sure compatibility with Sentence-BERT’s maximum sequence
length.

C. DuckDuckGo Web Search

For each document, we perform a single DuckDuckGo
search using a truncated query derived from the first 300
characters of the document. DuckDuckGo is used via the duck-
duckgo search package, allowing anonymous, rate-limited ac-
cess without requiring an API key. The top N search result
URLs are collected for further analysis.

D. Webpage Text Scraping

Each retrieved URL is visited using requests and parsed
using BeautifulSoup. All visible text from paragraph (¡p¿) tags
is concatenated and preprocessed to remove scripts, styling,
and irrelevant boilerplate.

E. Semantic Similarity with Sentence-BERT

The core of the system uses the sentence-transformers
library with the all-MiniLM-L6-v2 model. This transformer is
selected for its efficiency and strong semantic representation
capabilities. Each document chunk is encoded into a dense
embedding vector, and compared with the embedding of each
source text using cosine similarity. The resulting similarity
score is scaled to a percentage.

F. Plagiarism Highlighting and Report Generation

For each chunk, the highest similarity score and correspond-
ing source are recorded. If a chunk’s similarity score exceeds
a predefined threshold (e.g., 20% or more), it is highlighted
directly in the PDF using colored overlays via PyMuPDF. A
summary page is appended, detailing the number of matches
per threshold tier, average similarity, and a ranked list of
matching URLs.

G. Interactive User Interface

A Gradio-based interface is integrated for ease of use.
Users can upload a PDF, run the analysis, and download the
annotated output without requiring programming knowledge.
The system runs locally and does not transmit user data
externally.

Fig. 1. Processing steps for building a plagiarism application.
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Fig. 2. An example of checking paper: PLAGIARISM SUMMARY

• Matched Sources:
– https://www.merriam-webster.com/thesaurus/happy: 2775.95%
– https://www.thesaurus.com/browse/happy: 1238.89%

• Total Chunks Analyzed: 158
• Similarity > 80%: 0, 61–80%: 0, 41–60%: 0, 21–40%: 142, 6–20%: 15, ≤5%: 1
• Total Similarity Score: 4014.84%, Average Similarity: 25.57%

III. NUMERICAL RESULTS

To evaluate the effectiveness of the proposed semantic
plagiarism detection system, we conducted experiments using
a set of academic papers and known reference sources. The
primary metrics assessed include the number of matched text
chunks, similarity score distribution, average similarity, and
processing time.

A. Experimental Setup

Model: Sentence-BERT (all-MiniLM-L6-v2)
Search Engine: DuckDuckGo (via duckduckgo search)
Hardware: Intel Core i7, 16 GB RAM
PDFs Tested: 5 academic articles (6–12 pages each)
Sources: Top 3–5 DuckDuckGo URLs per document

B. Detection Performance

A chunk is considered “matched” if its maximum similarity
score with any web source exceeds 20

C. Similarity Distribution

Across all analyzed documents, the chunk-level similarity
distribution showed a varied pattern. Approximately 8.2% of
text segments exhibited high similarity (≥80%), while 12.4%
fell within the moderate range (61-80%). A further 18.9%
displayed mild similarity (41–60%), and 26.7% were classified
as weakly similar (21–40%). The remaining portions consisted
of 16.3% with negligible similarity (6–20%) and 17.5% with

insignificant similarity (≤5%). Overall, these figures indicate
that more than two-thirds of the content showed some level
of overlap with existing online materials, with nearly one-fifth
demonstrating moderate to high similarity-suggesting potential
reuse or semantic correspondence

Fig. 3. Evaluation Metrics of the Plagiarism Detection Model

D. Runtime Performance

Average Processing Time per PDF: 32–47 seconds
Average Time per Web Page Fetch: 2.3 seconds
Embedding & Comparison Time per Chunk: 0.15 seconds
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TABLE I
PLAGIARISM DETECTION RESULTS ON SAMPLE PAPERS

PDF Title Chunks Matched Chunks Avg. Similarity (%) Max Similarity (%) Matching URLs
Paper A (AI in Healthcare) 45 31 36.4 88.2 4
Paper B (Metaheuristics) 39 25 29.7 74.5 3
Paper C (IoT & Security) 52 33 42.1 91.3 5
Paper D (NLP in Education) 48 27 33.9 78.6 4
Paper E (Biomedical Systems) 44 30 38.8 83.5 4

TABLE II
EVALUATION METRICS FOR THE MODEL.

Metrics
Accuracy Precision Recall F1-score

0.8 0.75 0.75 0.75

The system runs efficiently on consumer-grade hardware,
making it suitable for real-time local use shown in Table I
and depicted in Fig. 3.

The plagiarism summary provides a structured overview of
how the application evaluates originality in a document. The
Matched Sources section identifies whether the system has
found any existing texts that overlap with the submitted paper.
The Total Chunks Analyzed indicates how many segments
of text were broken down and checked for comparison. The
similarity ranges — such as greater than 80%, 61–80%,
41–60%, 21–40%, 6–20%, and less than 5% - show the
degree of overlap each text chunk has with external sources,
with higher percentages signaling stronger similarity and
therefore a greater risk of plagiarism. The Total Similarity
Score represents the overall percentage of the document that
matches existing material, while the Average Similarity per
Matched Chunk provides the mean similarity of the chunks
that showed some overlap. Together, these components allow
the application to present a clear, quantitative measure of
originality and potential plagiarism within the document.

IV. CONCLUSION AND FUTURE WORKS

In this study, we presented an offline-capable semantic
plagiarism detection framework that leverages the Sentence-
BERT model for deep semantic similarity analysis and Duck-
DuckGo as a web search engine to avoid reliance on paid
APIs. Our approach enables the extraction and segmentation of
academic PDF documents into meaningful text chunks, which
are then compared against online textual content retrieved from
public sources. The system highlights potentially plagiarized
sections with color-coded overlays and generates a comprehen-
sive similarity summary, enhancing both interpretability and
usability.

Experimental results on various scientific papers demon-
strated that our model effectively identifies semantically sim-
ilar content, even when the wording is significantly para-
phrased. The use of Sentence-BERT allows the system to move
beyond traditional lexical or fuzzy matching approaches and
capture contextual similarity at the sentence level.

Future work will explore several directions to further im-
prove the robustness and applicability of the tool:

Multilingual Support: Incorporate multilingual models
(e.g., distiluse-base-multilingual-cased-v1) to detect plagia-
rism across non-English texts.

Citation Analysis: Integrate citation-aware logic to distin-
guish between properly cited content and unacknowledged
reuse.

Improved Chunking Algorithms: Employ NLP techniques
such as named entity recognition (NER) and paragraph
segmentation to generate more coherent and context-aware
chunks.

Larger-Scale Evaluation: Test the system against benchmark
plagiarism corpora and in real-world academic settings for
better generalizability.

GUI and Web App Enhancements: Extend the Gradio inter-
face with real-time progress tracking, side-by-side comparison
views, and batch processing capabilities.

Overall, our work contributes a lightweight, transparent,
and accessible solution for semantic plagiarism checking,
with strong potential for integration into academic workflows,
journal review pipelines, and educational environments.
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