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Abstract—In Internet of drones (IoD) environments, drones
execute various tasks including search operations, delivery ser-
vices, and farming. However, drones can be feasible targets for
physical attacks. Moreover, communicating with users and the
server through public channels can allow security attacks such
as replay, impersonation, and man-in-the-middle (MitM) attacks.
Therefore, secure authentication schemes to establish session keys
are essential. In July 2025, Dong et al. designed an authentication
scheme for IoD environments. In their paper, they claimed that
users can establish a session key securely with drones through
the server. Unfortunately, we have found that their scheme is
vulnerable to user impersonation and session key disclosure
attacks, and that drones cannot recover parameters received from
the server. In this paper, we provide detailed review of Dong et
al.’s scheme and cryptanalysis, and propose countermeasures for
secure authentication in IoD environments.

Index Terms—IoD, mutual authentication, cryptanalysis, coun-
termeasures.

I. INTRODUCTION

For the past few decades, drones have experienced sig-
nificant evolution. The IoD is a networked architecture that
allows access to drones in dedicated flight zones. In IoD
environments, drones are used for many services, such as
drone delivery [1], smart agriculture [2], and rescue mission
[3]. Drones are equipped with sensors, collecting data from
their surroundings. The information gathered by drones are
sent to servers for analysis and can also be sent to users for
real-time monitoring [4].

Nevertheless, as IoD utilizes public channel for message
transmission, adversaries can perform security attacks to re-
veal private information [5]. Moreover, drones are especially
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vulnerable to capture due to physical characteristics [6]. If
adversaries capture drones and extract stored parameters,
adversaries can attempt to compute session keys. Further-
more, drones have limited batteries and computing power to
perform complex cryptographic operations and data analysis.
Therefore, secure and lightweight authentication schemes are
essential for IoD environments.

In 2025, Dong et al. [7] proposed an identity authentication
scheme for IoD environments to secure data transmission
between drones and users. They utilized fuzzy extractor [8] for
secure login phase and asserted their their scheme can prevent
security attacks and ensure user anonymity. However, we
found out that their scheme cannot resist user impersonation
and session key disclosure attacks, and has drone authentica-
tion problem. Therefore, we suggest some countermeasures to
supplement Dong et al.’s scheme.

II. PRELIMINARIES

A. System Model

The system model of IoD environments consists of users,
server, and drones. Fig. 1 illustrates the system model of IoD,
and details of each component are provided below.

1) User (Ui): Users register themselves to server for authen-
tication with server and drones. Users can access real-time or
processed data captured by drones after authentication.

2) Server (S): The server manages registration of users and
drones, drone flights, processes data collected by drones, and
supports mutual authentication. The server S is a fully-trusted
entity, and is assumed to possess sufficient computing and
storage resources to provide services to users.

3) Drone (DRj): In its dedicated flight zone, the drone
captures and sends information to the server for analysis. After
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Fig. 1. System model of IoD environments.

TABLE I
NOTATIONS AND DESCRIPTIONS

Notations Descriptions
∆T Maximum transmission delay
TU Registration time of user
TR Registration time of drone

Ti(i = 1, 2, 3) Timestamp
UIDi, RUIDi Identity and pseudo-identity of user
SIDs, RSIDs Identity and pseudo-identity of server
DIDj , RDIDj Identity and pseudo-identity of drone
Ui,MDi, S,DRj User, mobile device, server, and drone
Gen(.), Rep(.) Fuzzy extractor functions

h One-way hash function
⊕ Exclusive-OR operation

session key establishment, the drone can communicate with the
user to provide real-time information.

B. Threat Model

We adopt widely-used Dolev-Yao (DY) model [9], [10] in
this paper. Under the DY model, adversaries have following
capabilities:

• An adversary A can intercept, insert, eavesdrop, and
delete messages transmitted over public channels. Using
collected messages, A can perform security attacks on
users, the server, and drones.

• A can steal legitimate user’s device and conduct power
analysis to extract stored parameters.

• A can capture drones deployed in their flight zone and
extract stored parameters using power analysis. However,
adversary cannot replicate PUFs applied to drones.

III. CRYPTANALYSIS OF DONG ET AL.’S SCHEME

We review and conduct cryptanalysis on Dong et al.’s
scheme. Their scheme consists of “system initialization
phase”, “registration phase”, “login and authentication phase”,
and “user password and biometric update phase”. Table I
explains notations used in Dong et al.’s scheme.

A. Review of Dong et al.’s Scheme

1) System Initialization Phase: Server S selects its identity
SIDs and hash function h(.). Then S chooses mask value mi

to each Ui, and stores {SIDs,mi, TR}.
2) Registration Phase: In this phase, user Ui and drone DRj

register to the server.

Step 1: Ui selects identity UIDi, generates registration
timestamp TU , and sends {UIDi, TU , r

i
1} to S

through a secure channel.
Step 2: S receives the message, picks a random

number K to calculate pseudo-identities
RUIDi = h(UIDi∥K), RSIDs = h(SIDs∥K),
and RDIDj = h(DIDj∥K). Then S selects
drone registration time TR of drone DRj ,
saves {K,RUIDi, RSIDs, RDIDj , r

i
1, TU , TR}

in database, and sends {RSIDs, RDIDj ,
RUIDi,mi, TR} to MDi of Ui, and {RSIDs,
RDIDj , RUIDi, TR} to DRj over a secure
channel. DRj stores the received message in its
memory.

Step 3: After receiving the message, Ui inputs biometric
Bi to compute Gen(Bi) = (σi, τi). Then, Ui

inputs password PWi, generates random number
ki1, and calculates RPWi = h(PWi∥ki1),
dreg = h(RPWi∥RUIDi∥TU∥σi),
ereg = h(RUIDi∥RPWi∥TU∥σi),
sreg = (RPWi + dreg) · ri1 mod
q, σreg = sreg(ereg · mi + ki1),
A = h(RUIDj∥RPWi∥σreg) and stores
{RUIDi, RSIDs, RDIDj ,mi, A, TR, Gen(.),
Rep(.), τi, k

i
1, TU , r

i
1, UIDi} in MDi.

3) Login and Authentication Phase: In this phase, Ui and
DRj establish a session key through the assistance of S.
Detailed steps of Dong et al.’s login and authentication phase
are as follows, and is summarized in Fig. 2.

Step 1: Ui inputs {PWi, UIDi, Bi} to MDi. MDi cal-
culates σi = Rep(Bi, τi), RPWi = h(PWi∥ki1),
dreg = h(RPWi∥RUIDi∥TU∥σi), ereg =
h(RUIDi∥RPWi∥TU∥σi), sreg = (RPWi +
dreg) · ri1 mod q, σreg = sreg(ereg · mi + ki1),
and A′ = h(RUIDi∥RPWi∥σreg). If A =
A′, Ui successfully logins to MDi, and MDi

generates the timestamp T1. Then MDi com-
putes d = h(RUIDi∥RSIDs∥RDIDj∥TU∥mi),
e = h(RDIDj∥RSIDs∥RUIDi∥TU∥mi), sUi =
[h(ri1∥T1) + d] · mi mod q, σUi

= sUi
(e · mi +

ri1), M1 = RDIDi ⊕ h(RSIDs∥T1), M2 =
h(σUi

∥TU∥RUIDi∥T1), and sends Msg1 =
{M1,M2, T1} to S by public channel.

Step 2: Receiving the message from Ui, S first veri-
fies the freshness of T1. After the verification,
S computes RDIDi = M1 ⊕ h(RSIDs∥T1)
and checks for its existence in the database. If
RDIDi is in the database, S retrieves TR and
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User Ui Server S Drone DRj

Inputs PWi, UIDi, Bi

Calculates
σ′
i = Rep(Bi, τi)

RPW ′
i = h(PWi∥ki1)

d′reg = h(RPW ′
i∥RUIDi∥TU∥σ′

i)
e′reg = h(RUIDi∥RPW ′

i∥TU∥σ′
i) Checks if |T − T1| ≤ ∆T

s′reg = (RPW ′
i + d′reg) · ri1 mod q Calculates

σ′
i = s′reg(e

′
reg ·mi + ki1) RDIDi = M1 ⊕ h(RSIDs∥T1)

A′ = h(RUIDi∥RPW ′
i∥σ′

reg) Checks if RDIDi exists in its database

Checks if A′ ?
= A If so, retrieve TR and RDIDj that corresponds to RDIDi.

Generates T1 d′ = h(RUIDi∥RSIDs∥RDIDj∥TU∥mi)
Calculates e′ = h(RDIDj∥RSIDs∥RUIDi∥TU∥mi)
d = h(RUIDi∥RSIDs∥RDIDj∥TU∥mi) ss = [h(ri1∥T1) + d′] ·mi mod q
e = h(RDIDj∥RSIDs∥RUIDi∥TU∥mi) σs = ss(e′ ·mi + ri1)
sUi

= [h(ri1∥T1) + d] ·mi mod q M ′
2 = h(σs∥TU∥RUIDi∥T1)

σUi
= sUi

(e ·mi + ri1) Checks if M ′
2

?
= M2 Checks if |T − T2| ≤ ∆T

M1 = RDIDi ⊕ h(RSIDs∥T1) Generates r2 and T2 M6 = M3 ⊕ h(TR∥RDIDj)
M2 = h(σUi

∥TU∥RUIDi∥T1) Calculates M ′
5 = h(M6∥T2)

Msg1={M1,M2,T1}−−−−−−−−−−−−−−→ M3 = h(TR∥RDIDj)⊕ h(σs∥ri1∥r2) Checks if M ′
5

?
= M5

M4 = h(RDIDj∥T2)⊕ h(σs) Generates r3 and T3

M5 = h(h(σs∥ri1∥r2)∥T2) Calculates
Msg2={M3,M4,M5,T2}−−−−−−−−−−−−−−−−−→ M7 = h(σ′

s∥RDIDj)⊕ r3
Checks if |T − T3| ≤ ∆T h(σs)′ = M4 ⊕ h(RDIDj∥T2)
Calculates M8 = h(RDIDj∥h(σs)′∥r3)⊕M7

r′3 = M7 ⊕ h(σ′
s∥RDIDj) SKij = h(M7∥TR∥RDIDj∥r3)

M ′
7 = M8 ⊕ h(RDIDj∥h(σs)′∥r′3) M9 = h(SKij∥T3)

SK′
ij = h(M ′

7∥TR∥RDIDj∥r′3)
Msg3={M7,M8,M9,T3}←−−−−−−−−−−−−−−−−−

M ′
9 = h(SK′

ij∥T3)

Checks if M ′
9

?
= M9

Fig. 2. Login and AKA phase of Dong et al.’s scheme.

RDIDj corresponding to RDIDi. Then, S calcu-
lates d′i = h(RUIDi∥RSIDs∥RDIDj∥TU∥mi),
ss = [h(ri1∥T1) + d′] · mi mod q, σs = ss(e

′ ·
mi + ri1), M1 = RDIDi ⊕ h(RSIDs∥T1), M ′

2 =
h(σs∥TU∥RUIDi∥T1), and checks whether M ′

2 =
M2. If equal, S generates T2 and r2, and computes
M3 = h(TR∥RDIDj) ⊕ h(σs∥ri1∥ri2), M4 =
h(RDIDj∥T2)⊕h(σs), M5 = h(h(σs∥ri1∥r2)∥T2)
and sends the message Msg2 = {M3,M4,M5, T2}
to DRj through public channel.

Step 3: After DRj receives Msg2 from S, DRj checks
the freshness of T2. If T2 is fresh, DRj calculates
M6 = M3 ⊕ h(TR∥RDIDj), M ′

5 = h(M6∥T2),
and checks M ′

5
?
= M5. If equal, DRj generates r3,

and calculates M7 = h(σ′
s∥RDIDj) ⊕ r3,

h(σs)
′ = M4 ⊕ h(RDIDj∥T2),

M8 = h(RDIDj∥h(σs)
′∥r3) ⊕ M7, SKij =

h(M7∥TR∥RDIDj∥r3), M9 = h(SKij∥T3).
Then DRj sends Msg3 = {M7,M8,M9, T3} to
Ui through the public channel.

Step 4: Ui receives Msg3, and verifies T3. If T3 is
fresh, Ui calculates r′3 = M7 ⊕ h(σ′

s∥RDIDj),
M ′

7 = M8 ⊕ h(RDIDj∥h(σs)
′∥r′3), SK ′

ij =
h(M ′

7∥TR∥RDIDj∥r′3), M ′
9 = h(SK ′

ij∥T3), and

checks M ′
9

?
= M9. If equal, Ui and DRj have

established session key SKij for secure commu-
nication.

4) User Password and Biometric Update Phase: Legitimate
users can update their passwords and biometrics.

Step 1: Ui inputs PW old
i , Bold

i , calculates
σi = Rep(Bold

i , τm), RPW ′
i = h(PW old

i ∥ki1),
d′reg = h(RPW ′

i∥RUIDi∥TU∥σi),
e′reg = h(RUIDi∥RPW ′

i∥TU∥σi),
s′reg = (RPW ′

i + d′reg) · ri1 mod q, σ′
reg =

s′reg(e
′
reg ·mi+ki1), A

′ = h(RUIDi∥RPW ′
i∥σ′

reg)

and checks A′ ?
= A. If equal, Ui can

continue update phase. Ui enters PWnew
i ,

Bnew
i , calculates Gen(Bnew

i ) = (σ′
i, τ

′
m),

RPW ′
i = h(PWnew

i ∥ki1), d′reg =
h(RPW ′

i∥RUIDi∥TU∥σ′
i), s′reg = (RPW ′

i +
d′reg) · ri1 mod q, σ′

reg = s′reg(e
′
reg · mi + ki1),

Anew = h(RUIDi∥RPWi∥σ′
reg), and stores

updated values.

B. Security vulnerabilities of Dong et al.’s Scheme

In Dong et al.’s scheme, we found that user impersonation
and session key disclosure attacks can be performed to cal-
culate session keys. Moreover, DRj cannot recover necessary
parameter for authentication.

1) User Impersonation Attacks: According to DY threat
model, an adversary A can intercept, eavesdrop, modify,
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and delete messages transmitted through open channels [11].
Moreover, A can extract stored parameters from user’s mobile
device using power analysis. Using extracted parameters, A
can successfully forge Msg1 to impersonate the user. Detailed
steps are as follows.

Step 1: A steals Ui’s mobile device and
performs power analysis to extract
{TR, TU , RUIDi, RSIDs, RDIDj , r

i
1,mi}.

Step 2: A generates fresh timestamp TA
1 , and com-

putes d = h(RUIDi∥RSIDs∥RDIDj∥TU∥mi),
e = h(RDIDj∥RSIDs∥RUIDi∥TU∥mi), sUi

=
[h(ri1∥TA

1 ) + d] · mi mod q, σUi
= sUi

(e · mi +
ri1), MA

1 = RDIDi ⊕ h(RSIDs∥TA
1 ), MA

2 =
h(σUi∥TU∥RUIDi∥TA

1 ), and send MsgA1 =
{MA

1 ,MA
2 , TA

1 } to the server.
Step 3: S receives MsgA1 = {MA

1 ,MA
2 , TA

1 }, and follows
the steps of the scheme because TA

1 is a fresh
timestamp value, and MA

1 and MA
2 are created

using legitimate user’s parameters and TA
1 .

Therefore, Dong et al.’s scheme cannot prevent user imper-
sonation attacks.

2) Session Key Disclosure Attacks: A can calculate the
session key after performing user impersonation attacks. Fol-
lowing is the procedures for this attack.

Step 1: A receives Msg3 = {M7,M8,M9, T3} from
public channel, and calculates r3 = M7 ⊕
h(σs∥RDIDj).

Step 2: With collected parameters {TR, TU , RUIDi,
RSIDs, RDIDj , r

i
1,Mi,M7,M8,M9, T3}, A

can calculate the session key SKij = h(M7∥TR

∥RDIDj∥r3).
Therefore, Dong et al.’s scheme is insecure to session key
disclosure attacks.

3) Drone Authentication Problem: According to Dong
et al.’s scheme, DRj generates r3 and calculates M7 =
h(σ′

s∥RDIDj) ⊕ r3. However, DRj needs {TU ,mi, T1, r
i
1}

to calculate σs = ss(e
′ · mi + ri1), but DRj does not know

these values. Therefore, DRj cannot calculate M7, M8, and
SKij , and send message Msg3 = {M7,M8,M9, T3} to Ui.

IV. COUNTERMEASURES

Dong et al.’s scheme cannot prevent user impersonation
and session key disclosure attacks which leads to leakage of
session key SKij . Moreover, drone cannot calculate SKij

and send Msg3 to Ui. To cope with these issues, we suggest
countermeasures for secure authentication and key agreement
in IoD environments.

• Physically unclonable function (PUF) : PUF is a one-
way function that is based on the randomness during
the manufacturing process of integrated circuits. PUF
provides the following features: output unpredictability,
impossibility of replication, and uniqueness. Therefore,
adversaries cannot copy PUFs or guess outputs. PUF can

be expressed as Response = PUF (Challenge). We can
utilize PUF in drones to mask r3.

• Encryption of stored parameters : User devices
store {TR, TU , RUIDi, RSIDs, RDIDj , r

i
1,mi, A, τi,

ki1, UIDi} in plaintext. Among these values, RDIDj

and TR are used directly in calculation of session keys
SKij = h(M7∥TR∥RDIDj∥r3). r3 can be recovered
with σs which can be also calculated using stored pa-
rameters such as ri1, TU and mi. Therefore, we suggest
encrypting stores parameters using PWi and σi. User can
generate new parameter MPWi = h(PWi∥σi) and use it
to encrypt stored parameters. Because A cannot calculate
MPWi, this can prevent leakage of stored parameters.

V. CONCLUSIONS

In this paper, we reviewed Dong et al.’s authentication
scheme for IoD environments. We analyzed that their scheme
cannot prevent user impersonation and session key disclosure
attacks, and has drone authentication problem. Therefore, we
suggested countermeasures of security vulnerabilities for Dong
et al.’s scheme in this paper. Use of PUFs and encrypting
stored parameters can make the scheme more secure. In
the future, we plan to devise authentication scheme for IoD
environments.
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