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Abstract—The feature selection method is curial to enhance 

the performance of the system by reducing the unnecessary 

features in preprocessing of data. The system implements a 

network testbed with a firewall, and Intrusion Detection System 

(IDS) and creates a dataset from it using Normal traffic, DoS 

attack, and Portscan attack traffics. The effective features in the 

proposed dataset apply feature selection methods as Gain Ratio 

(GR) and correlation-based feature selection (CFS) that 

improve the detection of intrusion system. The aim of the system 

is to compare the false positive rate with an existing dataset 

CICIDS2017 by machine learning classifiers. It is to prove that 

the features are superior by reducing the false positive rate and 

saving the time in the proposed system.  
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I. INTRODUCTION 

In the real world, the number of internet users increases at 
that time security on the network becomes more important. 
So, IDS and firewall are made use of security technology. In 
this work, the system implements a network testbed that 
includes a firewall, and IDS that analyzes DoS and Portscan 
traffic and applies machine learning to detect intrusion. The 
machine learning better version is proposed to improve results 
of Intrusion Detection and false positive rate or false alarm [1]. 
Therefore, the detection rate and false positive rate are 
important for IDS. In comparison with 26 features of 
CICIDS2017 [5], the best features or attributes method is not 
used, and its requirement is considered in this paper. The main 
research areas of this paper are: 1) Creating the firewall 
policies and apply on the firewall each interface. 2) Providing 
IDS predefined rules and proving with machine learning. 3) 
Proposed dataset implemented to improve the performance an 
especially false positive rate of the system. 4) Compare the 
proposed with an existing dataset to prove the effective 
features of a proposed dataset. 

II. IMPLEMENTATION AND RESULT 

In the proposed system, a software-based firewalls as 
IPCoP and IDS as a snort in the testbed environment that takes 
from the traffic of firewall, IDS, web server, and public attacks 
for creation of a proposed dataset. 

A. Proposed  Design for the System 

The software-based firewall is configured for External 
Network, Local Area Network (LAN) and De-Militarized 
Zone (DMZ) for public and local user’s access in figure 1. The 
firewall specifies the policies in each of IPCoP’s five 
interfaces for the security of the organization [4]. The IDS of 
Snort operates with two NIC cards for the external networks 

and LAN networks and it applies predefined rules related to 
the firewall. 
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Fig 1. Proposed System Design 

B. Selected Feature from Network Traffic  

All the network traffics use the tcpDump tool to capture 
and create a pcap file. Each of the packet ranges applies the 
Wireshark tool from the pcap file. The hping3 tool is used to 
capture the attack traffics and is used together with the 
relevant attack options. The proposed dataset is composed of 
the main 16 selected features in Table 1. The package range 
from normal and attacks traffic based on time [3]. When 
choosing the values of the features that calculate in detail 
depending on the inbound/outbound of the destination host 
according to the package range in the proposed system. 

C. Proposed Dataset on Features Selection 

The proposed dataset uses Correlation-based feature 
selection (CFS) and Gain ration (GD) to prove the effective 
features with the best first method and ranks evaluator by 
using WEKA (Waikato Environment for Knowledge 
Analysis) data mining tool. The increasing number of false 
positive rates impacts on the detection rate of IDS. In this 
work, machine learning classifiers are used on DoS and 
Portscan (PScan) attacks to measure the false positive rate of 
the system.  

The CFS selects the proposed system of the subset of six 
features 1,8,12,13,14,15 for DoS and five features 
9,11,12,13,15 for Portscan. And then Gain Ratio selects 15 
features with each feature rank except the class feature. The 
minimize of false positive rate, correctly, and incorrectly 
classified instances of the proposed dataset determine with 
two attacks by using six machine learning classifiers in Table 
2 and Table 3.  
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TABLE 1.  DATASET FEATURES APPLIED IN SYSTEM

 

TABLE 2. CFS SELECTED FEATURES OF PROPOSED DATASET  

 

D. Comparison of Proposed and Existing Dataset 

Among the 78 features in CICIDS2017 [2], flag features 

are not considered, and the remaining features are considered. 

The CFS features a selection that chooses four features as 

Destination Port, Total Length of Bwd Packets, 

Init_Win_bytes_forward, and Idle Max for DoS attacks and 

also takes four features as Bwd Packet Length Mean, 

Init_Win_bytes_backward, act_data_pkt_fwd, and 

min_seg_size_forward for Portscan attack respectively. 

Table 4, it shows the results with machine learning classifiers. 

The comparison of good features can be clearly seen in 

Table 2 and Table 4. CICIDS’s DoS attack uses full features 

including the flag features and the result is the same as not 

using the flag features in Correlation based feature selection. 

So, the flag features are not considered in both the proposed 

dataset and CICIDS2017. In this work, CFS selected affective 

attributes or features from both datasets were considered. 

 

 

TABLE 3. GAIN RATIO SELECTED FEATURES OF PROPOSED DATASET  

 

TABLE 4. CFS SELECTED FEATURES OF CICIDS2017  DATASET  

 

III. CONCLUSION AND FUTURE WORK 

The system proposed the network traffic by using machine 
learning and chose the effective features with correlation 
based feature subset attribute and gain ratio. Comparing of the 
proposed system and existing dataset CICIDS2017 is to 
measure the good features of the system. By reducing the 
unnecessary features and their values, the false positive rate 
and processing time will be reduced and the system will be 
effective. In future work, the users can add not only the false 
positive rates but also other accuracies to prove the good 
performance of the proposed system. 
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