
강의개요  

 

Diffusion Models - 이해와 응용 

 

최근의 생성모델의 성능 향상은 새로운 형태의 인공지능 응용 가능성을 보여주고 있다. 

본 강의에서는 생성모델 가운데 하나인 Diffusion 모델을 설명한다. 가우시안을 통한 

추론 방법의 이해에서 시작하여 Diffusion 모델의 수식을 이해하고, diffusion 모델이 다른 

생성 모델과 근본적으로 어떻게 다른지에 대한 논의를 제공할 예정이다. 간단한 실습을 

통해 diffusion 모델이 어떻게 작동하는지 살펴본다. 

 

⚫ Diffusion model 개요 및 다른 생성모델과의 개념 비교 

⚫ Diffusion 작용과 역작용을 위한 노이즈 예측 

⚫ 데이터 생성의 간단한 실습 
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