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Parameter Value
Bandwidth (B) 200 [KHz]
Noise Power (o) -120 [dBm]
Minimum/Maximum transmit power (P, PTY) 27, 33 [dBm]
Maximum movement speed (v, ) 1 [my/s]
TUBS’s Learning rate (o) 0.00005
TUBS's Discount factor (3;) 09
Movable GS’s Learning rate (c) 0.0003
Movable GS’s Discount factor (3,,) 0.7
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