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요 약  

 
본 논문은 추천 시스템 언러닝 기법인 SISA 가 갖는 구조적 한계를 분석하고, 이에 대한 

대안으로 성능 편차 기반 언러닝 분석 프레임워크를 제안한다. 제안하는 프레임워크는 전체 평균 

지표에 은폐될 수 있는 국소적 성능 붕괴를 포착하여 언러닝 기법의 실질적 강건성을 판별하는 

기준을 제시한다. 실험 결과, SISA 는 평균 40% 이상의 성능 하락을 보였으며 특히 학습이 

까다로운 이상치 사용자 그룹에서 그 취약성이 극대화됨을 확인하였다. 반면, PGU 는 대다수의 

사용자 구간에서 Retrain 와 대등한 성능을 유지하며 우수한 강건성을 입증하였다. 

 
1. 서 론  

개인정보 보호 규제의 강화로 언러닝 연구가 필수 과제로 

대두되었으나 기존 연구들은 추천 시스템의 고유한 구조적 

특성을 충분히 반영하지 못하고 있다. 특히 협업 필터링은 

사용자-아이템 간 연결성 전파가 성능의 핵심이므로, 데이터 

분할 방식인 Sharded, Isolated, Sliced, and 

Aggregated training(SISA)는 연결 경로를 단절하여 추천 

시스템의 학습 원리와 상충할 위험이 있다[1]. 

또한 본 논문은 평균 정확도 지표가 특정 유저 그룹에서 

발생하는 치명적인 성능 붕괴를 은폐할 수 있다는 점을 

주목한다. 상호작용의 희소성 등으로 인해 학습이 까다로운 

취약 사용자 그룹은 구조적 교란에 매우 민감하게 반응한다. 

따라서 전체를 하나로 묶는 단순 평균 평가는 언러닝 기법의 

실질적인 강건성을 과대평가하는 오류를 범할 수 있다. 

이러한 한계를 극복하기 위해 본 논문은 성능 편차에 따른 

사용자 세분화 분석을 제안하여 그룹별 강건성을 실증한다. 

제안하는 기법은 파라미터 공간에서 그레이디언트 투영을 

수행하는 Projected-Gradient Unlearning(PGU)이다[2]. 

실험 결과 SISA 는 취약 그룹에서 50.38%까지 폭락하며 

한계를 드러냈으나, PGU 는 대부분의 사용자 그룹에서 

Retrain과 대등한 성능을 유지했다. 이에 본 논문은 효율성과 

강건성을 겸비한 현실적 대안으로 PGU 를 제안한다. 본 

논문은 대규모 추천 시스템에서 효율성과 강건성을 동시에 

달성할 수 있는 현실적 대안으로 PGU를 제안한다. 

 

2. 성능 편차 기반 사용자 세분화 

그림 1 은 본 논문에서 제안하는 성능 편차 기반 세분화를 

설명한다. 본 논문에서는 언러닝 기법의 강건성을 정밀하게 

분석하기 위해 성능 편차 기반의 사용자 세분화를 수행한다. 

이는 사용자-아이템 상호작용 희소성과 연결 구조의 

복잡성이 복합적으로 반영된 척도로, 전체 평균 대비 개별 

사용자의 성능 지표인 노출 및 효용이 벗어난 정도인 성능 편 

차를 통해 계산된다. 전체 사용자 집합을 𝑈, 개별 사용자 𝑢 

 

그림 1. 성능 편차 기반의 사용자 세분화 프레임워크 

의 성능 지표를 𝑃𝑢라고 할 때, 전체 평균 성능 𝜇  와 사용자 

𝑢의 성능 편차 𝐷𝑢는 식 (1)과 같이 정의된다. 

         𝐷𝑢 =  |𝑃𝑢 −  𝜇|, 𝜇 =
1

|𝑈| ∑ 𝑃𝑢𝑢 ∈𝑈
      （１） 

이 편차가 큰 사용자는 모델의 주류 학습 분포에서 벗어난 

이상치로 간주되며, 이는 언러닝과 같은 구조적 교란에서의 

취약점으로 작용한다. 본 논문은 전체 사용자를 해당 편차 

순으로 정렬하여 동일한 크기의 11 개 그룹(G1~G11)으로 

분할하였다. 이 중 G1 은 편차가 가장 큰 이상치 그룹으로서 

SISA 와 같은 데이터 분할 방식에 취약한 반면, G11 은 

편차가 가장 작은 일반 사용자 그룹으로 전형적인 연결 

구조를 통해 모델이 안정적으로 예측 가능한 특성을 가진다. 

 

3. 실험 및 결과 분석 

3.1. 실험 환경 

모든 실험은 MovieLens-1M 데이터셋을 기반으로 동일한 

데이터 분할과 모델  설정 하에서 수행되었으며, 추천 

모델로는 사용자-아이템 간의 고차원 연결성을 효과적으로 

포착하는 LightGCN 을 채택하여 비교하였다[3, 4]. 성능 



평가는 상위 20 개 추천 결과를 기준으로 NDCG@20 과 

HR@20 지표를 사용하였다. 사용자 그룹별 강건성 분석을 

위해, 전체 사용자를 성능 편차 순으로 정렬하여 G1 부터 

G11까지 동일한 크기의 11개 구간으로 세분화하였다. 

3.2. 데이터 분할 기반 언러닝의 구조적 한계 

 

그림2. 언러닝 기법 적용 전후의 전체 사용자 평균 NDCG@20 비교 

            Δ =
(𝑃𝑚𝑒𝑡ℎ𝑜𝑑− 𝑃𝑟𝑒𝑡𝑟𝑎𝑖𝑛)

𝑃𝑟𝑒𝑡𝑟𝑎𝑖𝑛
× 100        (2) 

각 언러닝 기법의 강건성을 정량적으로 평가하기 위해 

Retrain 모델 대비 성능 변화율 Δ 를 식 (2)와 같이 

정의하였다. 그림 2 은 언러닝 적용 전후의 전체 사용자 평균 

NDCG@20 변화를 나타낸다. 실험 결과 파라미터 업데이트 

방식인 Retrain 과 PGU 는 언러닝 이후에도 오차 범위 5% 

내외로 원본 대비 성능 하락 폭이 미미하여 기존 랭킹 품질을 

안정적으로 유지함을 알 수 있다. 반면, 데이터 분할을 

수행하는 SISA 는 평균 40% 이상의 급격한 성능 붕괴를 

보였다. 이러한 경향성은 HR@20 지표에서도 동일하게 

관찰되었다. 이는 데이터 분할 방식이 협업 필터링의 핵심인 

사용자 간 연결성을 파괴함을 시사한다. 

3.3. 사용자 그룹별 강건성 분석 

 

그림 3. 사용자 그룹별 NDCG@20 성능 경향성 비교 

그림 3은 사용자 그룹별 NDCG@20 변화 추이를 보여준다. 

각 사용자 그룹의 특성은 단순히 모델의 성능을 예측하는 

선형적 척도가 아닌, 상호작용의 희소성과 연결 패턴의 

불확실성을 복합적으로 내포한 구조적 지표이다. 따라서 

사용자 그룹 간의 성능 지표가 우상향을 보이지 않는 현상은 

각 그룹 내에 존재하는 데이터의 분포적 다양성이 반영된 

결과로 해석할 수 있다. 

 
표 1. 주요 사용자 그룹 및 전체 평균에 대한 Retrain 대비 성능 격차 비교 

User Group Retrain PGU Gap (%) SISA Gap (%) 

G1 (High-risk) 0.6510 0.6527 +0.26% 0.3230 -50.38% 

G6 (Median) 0.5785 0.5347 -7.57% 0.3632 -37.22% 

G11 (Low-risk) 0.6195 0.6297 +1.65% 0.3875 -37.45% 

Average 0.6274 0.6345 +1.13% 0.3716 -40.43% 

 

표 1 에서 확인할 수 있듯, SISA 는 이러한 데이터 분포의 

등락과 무관하게 구조적인 한계를 드러냈다. SISA 는 연결 

정보가 풍부한 G11 에서도 성능 저하가 발생했으며 연결성이 

희소한 G1 에서는 Retrain 대비 50.4%의 성능 붕괴를 

기록하였다. 이는 데이터 분할 방식이 연결 구조가 취약한 

사용자 그룹에게 더욱 심각한 피해를 입힘을 실증한다. 

반면 PGU 는 G1 에서도 Retrain 과 대등한 수준의 성능 

보존력을 보였다. 이는 PGU 가 데이터의 구조적 복잡도에 

상대적으로 낮은 영향을 받으며 성능을 보존함을 입증한다. 

 

4. 결론 

본 논문에서는 추천 시스템의 언러닝 기법에서 기존의 전체 

평균 정확도 지표가 모델의 구조적 강건성을 온전히 입증하지 

못한다는 한계를 규명하였다. 특히 추천 시스템은 데이터 

간의 고차원적 연결성 학습이 성능의 핵심이나, 단순 평균 

지표는 SISA 와 같은 데이터 분할 방식이 야기하는 연결 

구조의 물리적 훼손과 성능 붕괴를 포착하지 못한다. 반면 

PGU 는 그레이디언트 투영을 통해 데이터 손실 없이 모델의 

지식을 보존하는 기법으로, 두 방식의 구조적 차이는 단순 

평균 지표만으로는 식별하기 어렵다. 

따라서 본 논문은 데이터 분할이 초래하는 구조적 취약성을 

정밀하게 진단하기 위해 성능 편차 기반의 사용자 세분화 

분석 프레임워크를 제안한다. 데이터 분할로 인한 연결 

단절은 상호작용이 희소한 사용자에게 집중적인 성능 붕괴를 

초래한다. 제안하는 프레임워크는 전체 사용자를 예측 편차에 

따라 세분화함으로써, 평균 지표 뒤에 은폐된 취약 사용자 

그룹의 성능 붕괴를 국소적으로 정량화한다. 

실험 결과, SISA 는 평균적으로 40% 이상의 성능 하락을 

보였을 뿐만 아니라 사용자 그룹별 분석에서 그 구조적 

한계를 더욱 명확히 드러냈다. 특히 연결성 의존도가 높고 

모델 학습이 까다로운 G1 에서 SISA 는 최대 50.4%의 성능 

붕괴를 보였다. 반면, PGU 기법은 대부분의 구간에서 

Retrain 과 대등한 성능을 유지하여 데이터의 구조적 

복잡도와 무관한 강건성을 입증하였다. 
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