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요 약

디지털 금융 환경의 확산과 비대면 금융 서비스의 활성화로 인해 금융 사기 발생 빈도와 피해 규모가 지속적으로 증가하고 있다. 기존의 규칙 기반
사기탐지시스템은정적인규칙에의존하여새로운사기유형에대한대응이어렵고, 과도한오탐(False Positive)과미탐(False Negative) 문제를
야기한다. 본 연구에서는 실제 은행 계좌 개설 데이터를 기반으로 생성된 대규모 불균형 데이터셋을 활용하여 금융 사기 탐지에 적합한 머신러닝
모델을비교·분석하고, 운영환경에최적화된임계값전략을제안한다. Random Forest, XGBoost, Light GBM모델을중심으로성능과학습효율을

비교한 결과, 부스팅 계열 모델이 높은 재현율과 우수한 학습 속도를 보이며 실제 금융 사기 탐지 환경에 가장 적합함을 확인하였다.

Ⅰ. 서 론

디지털 금융 기술의 발전은 금융 서비스의 접근성과 편의성을 크게 향

상시켰으나, 특히비대면계좌개설단계에서의사기행위는대포통장개

설이나 자금세탁 등 후속 범죄로이어질 가능성이 높아 금융기관의 핵심

리스크 요인으로 지목된다. 현재 대다수 금융기관은 규칙 기반

(Rule-based) 시스템을운용하고있으나, 이는사전정의된정적규칙

에의존하기때문에지능화된신규및변종사기유형에실시간으로대응

하는 데구조적인한계를가진다. 또한, 경직된 판단기준으로인해정상

거래를 차단하는 오탐(False Positive)과 실제 사기를 놓치는 미탐

(False Negative) 문제가 빈번하여, 데이터 기반의 고도화된탐지 기

법도입이요구되고있다. 인공지능기반의다양한이상거래탐지가대안

으로주목받고있으나, 실제금융데이터환경에이를적용하기위해서는

극심한클래스불균형(Class Imbalance) 문제를해결해야한다. 정상

거래가전체데이터의대부분을차지하는환경에서일반적인모델을학습

시킬경우, 알고리즘이다수클래스인정상패턴위주로최적화되어소수

클래스인 사기 거래에 대한 재현율(Recall)이 현저히 저하되는 현상이

발생한다. 사기 거래의 미탐은 금융기관에 막대한 금전적·사회적 손실을

초래하므로, 단순한 정확도 향상을 넘어 불균형 데이터를 효과적으로 학

습하고 사기 탐지율을 보장할 수 있는 정교한 모델링이 요구된다.

본 연구는 대규모 불균형 데이터 환경에서도 견고한 성능을 발휘하는

머신러닝 기반 이상 거래 탐지 프레임워크를 제안한다. 이를 위해 실제

은행계좌개설로그기반의벤치마크데이터셋을활용하며, 데이터수준

의불균형해소를위해전처리과정을통해서, 사기데이터의학습비중을

보완한다. 또한비교분석을위해대표적인앙상블모델을선정하여성능

을비교및검증한다. 특히본연구는단순예측정확도평가를지양하고,

사기 적발의 핵심 지표인 재현율을 극대화하기 위한 임계값 최적화 전략

을 수행하여 적용가능성을 확인하고자 한다.

Ⅱ. 본론

1. 데이터셋 및 전처리

실제 금융 환경의 특성을 반영하기 위해서 BAF(Bank Account

Fraud) 데이터셋을 활용하였다[1]. 은행 계좌 개설 로그를 기반으로

CTGAN(Conditional Tabular GAN) 기법을적용하여생성되었으

며, 전체 데이터는 총 1,000,000건의 인스턴스로 구성되어 있으나, 이

중 사기(Fraud) 계좌의 비율은 약 1.1%에불과하여 극심한 클래스불

균형(Class Imbalance) 특성을 보인다.

데이터전처리과정에서는다음과같이 3단계프로세스로 수행하였다.

(1) 특성 선별 및 가공 단계: 소득수준(income), 이름-이메일유사도

(name_email_similarity), 단기·중기 거래 속도(velocity_6h,

24h) 등 금융 사기 탐지에 높은 설명력을 가지는 인구통계학적 정보와

행동 기반 패턴을 주요 피처로 선정하였다.

(2) 데이터 변환 단계: 범주형 변수에 One-Hot Encoding을 적용하

여 수치화하고, 수치형 변수에는 정규화(Normalization)를 수행하여

변수 간 스케일 차이에 따른 학습 불안정성을 해소하였다.

(3) 데이터 분할 및 불균형 해소 단계: 전체데이터를학습용(80%)과

테스트용(20%)으로 분리하되, 계층적샘플링(Stratified Sampling)

을 통해 원본의 클래스 분포를 유지하였다. 특히, 모델이 다수 클래스인

정상 거래에 편향되는 것을 방지하기 위해 학습 데이터에 한하여

SMOTE (Synthetic Minority Over-sampling Technique) 기

법을적용하였다[2]. SMOTE는소수클래스인사기데이터를인위적으

로합성및증식시켜데이터불균형문제를구조적으로보완함으로써, 모

델이정상거래에편향되지않고사기패턴을효과적으로학습할수있도

록 돕는데이터증강기법이다. 본 연구에서는소수클래스인사기데이터

를인위적으로합성·증식시켜데이터불균형문제를구조적으로보완하고

사기 패턴에 대한 학습 기회를 강화하였다.

2. 모델 설계 및 하이퍼파라미터 설정

불균형 데이터 환경에서의 사기 탐지 성능을 비교·분석하기 위해 트리

기반앙상블머신러닝모델을비교모델로선정하였다. 비교모델로는배

깅(Bagging) 방식의 Random Forest와 부스팅(Boosting) 방식의



XGBoost, LightGBM을채택하였다[3]. 이들모델은금융사기탐지

분야에서 높은 예측 성능과 안정성을 보이는 대표적인 알고리즘으로, 실

제 금융 시스템에서의 적용 가능성이 높다는 공통점을 가진다.

Random Forest는 다수의 결정 트리를 독립적으로 학습시키는 배깅

기반앙상블기법으로, 데이터분산을줄이고과적합에강건한특성을가

진다. 그러나 트리들이 순차적 보완 없이 독립적으로 학습되기 때문에,

극심한클래스불균형환경에서는소수클래스에대한민감도가상대적으

로낮을수있으며, 대규모데이터셋에서는학습시간과계산자원이많이

소요된다는 한계를 가진다.

XGBoost는 Gradient Boosting 기반 모델로, 이전 학습기의 오차

를순차적으로보완하는방식으로모델을학습한다. L1·L2 정규화, 결측

치자동처리, 학습 속도최적화기법등을제공하여높은 일반화성능을

보이며, 특히 불균형 데이터 환경에서 가중치 조정을 통해 사기 거래와

같은 소수 클래스 탐지 성능을 효과적으로 향상시킬 수 있어 금융 사기

탐지 분야에서 활용되고 있다.

LightGBM은 Histogram 기반 분할 방식과 Leaf-wise 트리 성장

전략을적용한 Gradient Boosting 모델로, 대규모데이터환경에서도

빠른학습속도와우수한메모리효율성을제공한다. 특히테이블형태의

금융 데이터에서 높은 예측 성능을 보이며, 실시간 또는 준실시간 사기

탐지와 같은 운영 환경에 적합한 특성을 가진다.

모든 모델은 공정한 성능 비교를 위해 트리 개수(n_estimators)를

500으로 통일하여 학습하였다. 또한 부스팅 계열 모델(XGBoost,

LightGBM)의 경우, 클래스불균형문제를완화하고사기탐지민감도

를 강화하기위해소수클래스에 대한 가중치조정(weighting) 전략을

적용하였다.

Table 1. 하이퍼파라미터 설정

유형 RandomForest XGBoost LightGBM
결정트리수 500 500 500
학습률 - 0.05 0.05
트리 깊이 Unlimited 7 -1(Leaf-wise)
클래스 가중치 Balanced scale_pos_weight scale_pos_weight
최적화 기준 Gini Impurity Logloss Logloss

Ⅲ.실험 결과

1. 평가 지표 및 임계값 설정

금융 사기 탐지 문제는 실제 사기 거래를 정상으로 오판(False

Negative)할 경우 발생하는 금전적·사회적 손실이매우 크다는 특성을

가진다. 따라서본연구에서는일반적인분류문제에서주로활용되는정

확도(Accuracy)나 정밀도(Precision)보다, 사기 거래를 얼마나 효과

적으로탐지하는지를 나타내는재현율(Recall)을 핵심평가지표로 선정

하였다. 이를위해 모델이출력한사기 확률(Probability)을 이진분류

결과로변환하는과정에서기본임계값 0.5가아닌 0.2으로하향조정하

였다. 해당 임계값 전략은 모델의 탐지 민감도를 높여 사기 거래 누락을

최소화하기 위한 것으로, 금융 사기 탐지의 비대칭적 오류 비용 구조를

반영한 설정이다.

2. 모델별 성능 비교 분석

RRandom Forest, XGBoost, LightGBM의성능을동일한데이터

및 임계값(0.2) 조건에서 비교한 결과는 다음과 같다. 임계값 조정 후

Random Forest는 재현율 37.9%로 나타났으며, SMOTE 적용에도

불구하고 극심한 클래스 불균형 환경에서 사기 거래 탐지에 한계를 보였

다. 또한오탐(False Positive)이 상대적으로많이발생하여실무적용

측면에서 제약이 확인되었다. 반면 부스팅 기반 모델인 XGBoost는 재

현율 88.2%를기록하여 Random Forest 대비 사기탐지성능이크게

향상되었다. LightGBM은재현율 90.1%로세모델중가장높은탐지

성능을 달성했으며, XGBoost와 유사한 수준의 재현율을 유지하면서도

오탐을 비교적 효과적으로 억제해 성능과 안정성의 균형이 우수했다. 이

러한결과는 LightGBM의 Histogram 기반분할및 leaf-wise 성장

방식이 대규모 불균형 데이터에서 효율적인 학습에 기여한 것으로 볼 수

있다.

Table 2. 비교 모델 별 재현율/학습시간

RandomForest XGBoost LightGBM
임계값(Threshold) 0.2 0.2 0.2
재현율(Recall, %) 37.9 88.2 90.1
학습시간(second) 1,365 225 48

실제 금융 운영 환경은 대규모 트랜잭션이 실시간으로 발생하기 때문

에, 모델의 탐지 성능 못지않게 학습 및 재학습(Re-training) 속도가

핵심적인운영지표로작용한다. 본 연구에서각모델별학습시간을비교

분석한 결과, Random Forest는 약 22분 15초가 소요된 반면,

XGBoost는약 3분 45초, LightGBM은 48초미만의학습시간을기

록하며 모델 간 현저한 효율성 차이를 나타냈다. 특히 LightGBM은

Random Forest 대비 약 27.8배의 빠른 학습 효율성을 보여, 급변하

는 사기 패턴에 즉각적으로 대응하기 위한 빈번한 재학습과 신속한 배포

가 요구되는 금융 운영 환경에서 중요한 강점으로 작용한다. 종합적으로

LightGBM은 비교 모델 중 가장 높은 사기 탐지율(재현율)과 동시에

운영 효율성(학습시간)을 동시에 확보함으로써, 대규모·극심한 불균형

금융 데이터 환경에서 효과적인 모델임을 확인하였다.

IV. 결론

본 연구는 비대면 금융 서비스 확대로 증가하는 금융 사기를 효과적으

로 차단하기 위해, 머신러닝 기반 이상거래 탐지 모델의 성능을 비교·분

석하는것을목적으로한다. 극심한클래스불균형문제를완화하기위해

SMOTE를적용하여학습데이터를증강하고, 사기탐지의핵심지표인

재현율(Recall)을 극대화하기 위해 분류 임계값 최적화 전략을 도입하

였다. 실험결과, Random Forest 대비 XGBoost와 LightGBM 등

부스팅 계열 모델이 불균형 데이터 환경에서 더 높은 탐지 성능과 빠른

학습 효율을 보였으며, 특히 LightGBM은 높은 탐지율을 안정적으로

유지하면서도 학습·추론 시간이 짧아 실시간 대응이 요구되는 금융 운영

환경에 가장 적합한 것으로 확인되었다.
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