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요 약

본 논문은 1인 가구 및 고령자 등 사회적 약자의 주거 안전을 위협하는 현관 범죄에 대응하기 위해, 멀티모달 기반의 지능형 위험 탐지
기법(Intelligent Risk Detection System)을 제안한다. 기존의단일 센서방식이갖는탐지 사각지대를보완하고자, 객체 인식과음성 인식을 결합하였
다. 객체 인식을 위해서 YOLOv8 모델을 최적화하여 위험 객체(칼, 방망이 등)의 탐지 정밀도를 높였으며, 음성 인식을 위해서는
STT(Speech-to-Text) 및 SVM 분류기를 통해 비명이나 위협성 발화를 실시간으로 식별하였다. 또한, 서로 다른 모달리티의 탐지 결과에 가중치를
부여하여멀티모달기반의위험 판단의신뢰성을강화하였다. 구현된 프로토타입은복합적인위협상황을효과적으로인지하고즉각적인경보를제공
함으로써, 주거 취약 계층을 위한 능동적 위험 감지 솔루션으로서의 가능성을 입증하였다.

Ⅰ. 서 론

1인 가구 증가와 고령화로 인해 현관 침입·위협 등 주거 범죄 위험이

커지면서, 사회적약자의안전을강화할수있는기술적대응이요구된다.

그러나기존의단일센서기반탐지는한계가뚜렷하다. 예를들어이미지

기반은 조도 저하·역광·가림(사각지대) 상황에서 위험 물체를 놓치기 쉽

고, 음성 기반은 생활소음이 섞인 환경에서 비명·협박 등위험신호를 안

정적으로 분리하기 어렵다.

본 연구는이러한문제를해결하기위해스마트초인종환경을위한지능

형 위험 탐지 시스템을 제안한다. 제안 시스템은 Vision(객체 인식)과

Voice(음성 인식)를 결합한멀티모달 구조로, YOLOv8을 통해 칼·방망이

등 위험 물체를 검출하고 SVM으로 비명·협박 등 위험 소리를 분류한다.

이를 통해 위험 물체와 비위험 물체를 보다 정확히 구분하고, 소음 혼재

상황에서도 위험 여부 판단의 신뢰성을 높인다. 또한 위험 상황 발생 시

사용자에게즉각경고를제공하여실시간대응가능성과안전성을향상시

킨다.

1. 관련 연구

스마트 초인종 설계에 연합학습 기반 딥러닝을 적용한 연구[1]는 주거

환경에서의지능형감지시스템 구현가능성을제시하며, 실제 서비스환

경에서도지속적으로 모델을개선할수있는 방향을보여준다. 약지도학

습기반의멀티모달폭력탐지연구[2]는 영상(위험행동/상황)과 음성(비

명·협박등위험발화) 정보를함께학습해, 단일모달로놓치기쉬운위험

신호를 더 안정적으로 포착할 수 있음을 보고하였다.

또한오디오-비주얼이벤트인식을위한주의기반융합네트워크연구

[3]는 음성·영상 특징을 결합하는 융합 전략이 복합 환경에서 사건 인식

성능을높이는 데유효함을 보여주며, 위험 객체 및 위험발화탐지와 같

은 멀티모달 위험 인식 문제에 적용 가능함을 보여준다.

Ⅱ. 본론

본 절에서는 이미지 기반 객체 인식 모듈과 음성 기반 위험 단어 탐지

모듈을 결합한 멀티모달 기반 지능형 위험 탐지 기법을 설명한다.

A. 객체 인식 설계 및 학습 과정

YOLOv8 모델의 크기별 성능(n, s, m)을 비교하여 탐지 정확도 향상

을 위한 최적 모델을 선정하였다. 제안된 이미지 기반 객체 인식 모듈은

방문자이미지로부터위험물체를탐지하며, 칼·방망이와같은위험객체

와 우산·나무스틱과 같은 비위험 객체를 분류하도록 구성하였다.

1) 위험 물체와 안전 물체의 분류

모델학습은칼과방망이를위험물체, 우산과나무스틱을비위험물체

로 분류하여 진행하였다. 형태적 유사성을 갖는 객체를 포함하도록 데이

터셋을 구성함으로써, 모델의 정밀한 시각적 인식 능력과 분류 성능을

검증하였다.

2) 객체 인식(Object Detection)

칼, 방망이, 우산, 나무스틱에 대한 이미지 데이터셋은 Roboflow를 통

해 수집하였으며, 이후 라벨링을 수행한 뒤 전처리 과정을 거쳐 학습에

활용하였다. 객체 인식 모델로는 YOLOv8을 적용하여 물체 탐지 학습을

진행하였다.

초기 실험에서는 경량화된 YOLOv8n 모델을 적용하여 탐지 정확도가

낮게 나타났으나, 모델의 표현 능력을 강화하기 위해 YOLOv8s 및

YOLOv8m 모델을 순차적으로 학습하여 성능을 개선하였다.

Table 1. YOLOv8n 모델 성능

Class Precision Recall mAP50
Umbrella 0.12 0.707 0.212
Knife 0.934 0.118 0.228
Stick 0.627 0.713 0.737
Bat 0.712 0.551 0.63

All (Mean) 0.645 0.495 0.454



Table 2. YOLOv8m 모델 성능

Class Precision Recall mAP50
Umbrella 0.785 0.707 0.806
Knife 0.760 0.667 0.736
Stick 0.710 0.775 0.813
Bat 0.736 0.512 0.583

All (Mean) 0.748 0.665 0.734

B. 음성 인식 설계 및 학습 과정

1) 생활 소음 데이터셋 수집 및 전처리

16kHz 샘플링과 정규화를 수행하여 전처리를 진행하였고, 다양한 상

황을 고려하여 위험 단어 리스트를 별도로 구축하였다.

Fig. 1 음성 기반 위험 인식 모델 구조

Table 3. 위험단어 분류

분류 단어
폭력/공격 칼, 흉기, 폭행, 살해
절도/침입 도둑, 절도, 침입, 문 열어
납치/위협 납치, 감금, 협박, 위협, 도망

도움 요청 살려주세요, 도와주세요, 비명, 경찰, 신고

2) 음성 인식(Speech-to-Text)
외부 소음 및 위협 단어가 포함된 음성 파일을 WAV 형식으로

변환한 뒤, Speech-Recognition 라이브러리를 활용하여 음성을 텍

스트로 변환하는 절차를 추가하였다.

3) 형태소 분석
NLTK와 Konlpy 라이브러리를 사용하여 음성 데이터에 대해 형

태소 분석(Okt)을 수행하였으며, 이를 통해 ‘도둑’, ‘칼’, ‘위험’과 같

은 위험 단어를 명사 기반으로 추출하였다.

4) SVM 분류기 학습
음성 특징을 추출한 후 SVM 기반 분류 모델을 활용하여 위험과

일반 소리를 학습하였다. 비명 및 사이렌(Class 1)과 일반 소리

(Class 0)로 데이터를 구분하여 라벨 분포를 파악하고 스케일링을

수행하였다.

Table 4. SVM 분류 결과

항목 Precision Recall f1 support

Class 0 1.0 1.0 1.0 12

Class 1 1.0 1.0 1.0 18

실험결과는 200개의 오디오 샘플을 사용하여 SVM 모델을 학습하고,

학습과 검증 데이터를 7:3 비율로 분할하여 성능을 평가하였다.

Precision, Recall, f1-score 값이 1.00으로 높은예측률을보였으나, 데이

터셋 부족으로 인한 과적합을 보였고, 추가적으로 개선이 필요하다.

5) 리스크 판단 알림(Risk Detection)

실시간 입력 음성을 분석한 결과 위험 상황으로 판단될 경우, 사용자

스마트폰 또는 서버로 즉각 알림을 전송한다.

C. 멀티모달 기반 지능형 탐지 프로세스

1) 입력 데이터 수집 : 카메라와 마이크를통해 방문자의이미지와 음성

을 실시간으로 수집하였다.

2) 이미지 기반 객체 인식 모듈 : YOLOv8m 모델을 이용하여 이미지

내 객체를 탐지하며, 칼(knife), 방망이(bat) 등 위험 객체와 우산

(umbrella), 나무스틱(stick) 등 안전 객체를 구분하였다.

3) 음성 기반 위험단어 탐지 모듈 : 정상소리와위험 소리의혼합을통

해 위험 상황을 실시간으로 감지한다.

4) 멀티모달 융합 로직 설계 : 객체 인식 또는 음성 분석 중 하나라도

위험 요소가 검출될 경우 이를 위협 상황으로 판단하도록 설계하였다.

또한 음성기반위험단어분석결과와이미지기반객체인식결과에각

각 1.6과 2.0의 가중치를 부여하여 최종 위험점수(Risk Score)를 계산햐

였다.

5) 경고 및 알림 단계 : 산출된 위험점수가임계값(예: 0.7)을 초과할경

우, 시스템은 경고음 및 위험 알림 메시지를 즉시 출력하여 사용자가 신

속히 대응할 수 있도록 하였다.

Ⅲ. 결론

본연구는이미지기반객체인식과음성기반위험단어탐지를결합한

멀티모달 기반 접근 방식을 적용하여 사회적 약자의 주거 안전강화를 위

한지능형위험탐지시스템을구현하였다. 객체 인식측면에서는다양한

규모의 YOLOv8 모델을 활용해 위험·비위험 객체를 정확히 분류하고 실

시간탐지가능성을검증하였다. 경량화모델인 YOLOv8n의 한계를극복

하기 위해 YOLOv8m 모델을 적용함으로써, 위험 객체(칼, 방망이)와 비

위험객체(우산, 나무스틱)의 분류정밀도를유의미하게향상시켰다. 또한,

음성 인식측면에서는 STT와 SVM 분류기를 융합하여 비명 및위협단

어를 실시간으로 탐지하는 이중 분석 구조를 확립하였으며, 테스트 데이

터셋에 대해 높은 정밀도를 달성하였다.

마지막으로이미지객체와음성객체의모달리티의결과에가중치를부

여하는멀티모달융합로직을 설계하여, 단일 센서방식보다신뢰성높은

위험탐지프로세스를구현함으로써적용가능성과신뢰성을확인하였다.

향후 연구에서는 객체 인식과 음성 인식결과를 통합하는 멀티모달 기반

의 위험 판단 로직의 정량적 검증이 요구된다. 아울러 본 연구가 형태적

분류에 집중했으나, 복합 객체나 순간적으로 가려진 물체에 대한 고도화

된 탐지 기법 연구도 향후 확장가능한 중요한 연구 분야이다.
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