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요 약

본 논문은 금융 시계열 예측 모델의 레깅(Lagging) 현상과 기존 PPO 강화학습 모델의 학습 과정에서 무분별한 포지션 진입

으로 인한 불필요한 손실이 누적되는 문제를 완화하기 위해 PPO와 XGBoost를 결합한 포지션 진입 제어 알고리즘을 제안한

다. 제안 알고리즘은 XGBoost가 추정한 포지션 진입 성공확률을 보상함수에 반영하여 PPO의 학습을 보조하고, 성공 확률이

50% 미만일 경우 PPO가 진입을 선택하더라도 포지션 진입을 억제한다. 제안 알고리즘의 성능을 평가하기 위해 E-mini NA

SDAQ 100 선물 데이터를 활용하여 트레이딩 시뮬레이션을 수행하였으며, 실험 결과, 단일 PPO 대비 15.79%, XGBoost 대비

11.3% 수익률을 향상시켜 제안 알고리즘의 우수성을 증명하였다.

Ⅰ. 서 론

시스템트레이딩은 과거의 주가, 거래량, 기술적지표등을 활용하여매

매 규칙을 설계하고 자동으로 매매를 진행하는 투자 방법이다. 최근에는

AI 기술의발전과함께금융시계열 데이터를활용한시스템트레이딩연

구가 활발히 연구되고 있으며, 대표적으로 XGBoost와 같은 머신러닝 모

델 및 LSTM 기반 딥러닝 모델 등 다양한 알고리즘이 제안되었다[1, 2].

그러나 금융시계열은금리, 환율 등의 다양한 경제 상황에 의해비정상성

(non-stationarity)인 특징을 가지고, 모델이 시장의 변동성을 학습하지

못할경우 과거 데이터의 추세를 따라가는 레깅(Lagging)현상으로 인해

예측 결과가 실제 매매에서는 재현되지 않는 문제가 발생할 수 있다.

이러한 한계를 보완하기 위해 최근에는 강화학습(Reinforcement

Learning)을 이용한 트레이딩 연구가 진행되고 있으며[3], 대표적으로 클

리핑(Clipping) 기반 목적 함수를 이용해 모델의 학습 안전성을 확보하는

PPO(Proximal Policy Optimization)기반 알고리즘이 널리 활용되고 있는

상황이다[4]. 그러나, 이러한 강화학습 기반 알고리즘은보상 함수 설계에

따라투자성능편차가크게발생하며, 학습 과정에서 모델의 무분별한포

지션 진입으로 인해 불필요한 손실이 누적되는등에 의해 투자 성능이떨

어지는 문제가 존재한다[5]. 본 논문에서는 이러한 한계를 완화하기 위해

PPO와 XGBoost를 결합한 포지션 진입 제어 알고리즘을 제안한다. 제안

알고리즘은 지도학습 모델이 추정한 포지션 진입 성공 확률을 활용하여

보상 함수를 설계하고, 임계값을 설정해 PPO의 진입을 제어하였으며 그

결과제안알고리즘이단일 PPO 대비 15.79%, XGBoost 대비 11.3% 수익

률을 향상시켜 우수한 성능을 보임을 확인하였다.

________________________________________________________________
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Ⅱ. 본론

2.1. 데이터 수집 및 전처리

본 연구에서 사용한 데이터는 E-mini NASDAQ 100으로, 2019년 ~

2025년까지 총 7년간의 데이터를 사용하였다. 이를 각 1년씩 총 7개의 기

간으로 분할한 뒤, 3년을 Train data set, 1년을 Validaition set, 1년을

Test set으로 구성하였으며 시장의 최신 데이터를 반영하기 위해 Sliding

Window를 사용하여 실험을 진행하였다.

Fig 1. Sliding Window를 이용한 데이터 분할

모델 입력으로 사용된 특징(Featrue)은 가격 및 거래량으로부터 산출한

기술적 지표로 구성하였다. 단기·장기 추세를 반영하기 위해 이동평균

(MA), 지수이동평균(EMA)을 활용하였고, 변동성 정보를 파악하기 위해

볼린저 밴드(Bollinger Band)기반 지표를 사용하였다.

2.2. 제안 알고리즘

본연구에서는 PPO 강화학습 모델과 XGBoost를 사용하여 알고리즘을

설계하였으며 이는 Fig 2에서 확인할 수 있다. 강화학습의거래자에 해당

하는 에이전트(Agent)는 매 시점 Sell, Buy, Hold 중 하나를 선택하며,

Sell을 선택한경우익절/손절 폭을사전에미리정의한후보중하나로선

택한다. 상태(State)는 모델의입력으로사용된특징을기반으로구성하였

으며, 에이전트가 현재 거래 상황을 인지할 수 있도록 포지션 보유 여부,

선택된 익절, 손절 폭, 현재 수익률을포함하도록구성하였다. 모델의보상

함수는 매매의 실현 수익을 최대화하면서 수수료 등 거래 비용을 최소화



   (1)

Fig 2. 제안 알고리즘의 프레임워크

하도록 설계하였다. 특히, XGBoost가 예측한 포지션 진입 성공확률을 보

상함수에 추가하여 강화학습 모델의학습을 보조하였으며, 성공확률이 높

게 예측되는 포지션 진입일수록 추가 보상을 부여하여 PPO가 유리한 구

간의 진입을 선호하도록 하였다. 또한, XGBoost가 예측한 성공확률이

50% 미만일 경우, PPO가 포지션 진입을 선택하더라도 실제 진입을 차단

하여 무분별한 거래를 억제하였다. 최종 보상함수는 식 (1)로 정의된다.

은실현손익, 는진입수수료, 은 XGBoost가 예측한진입

성공확률, 는 확률임계값(50%)을 의미한다. XGBoost의 학습 라벨은

포지션 진입 후 일정 기간 내에 익절이 손절보다 먼저 발생하면 Take

Profit(TP) 그 외의 경우는 Stop Loss(SL)로 라벨링 하였으며 동일 봉에

서 익절과 손절이 동시에 발생하는 경우에는 손절을 우선 처리하였다.

2.3 트레이딩 시뮬레이션

본연구에서는 나스닥이장기적으로 우상향하는 특성을고려하여 Long

포지션만을 사용하여 거래를 진행하였다. PPO와 XGBoost에 의해 매수

신호가 발생하면 다음 봉 시가로 매수를 진행하며, 매도 신호가 발생하면

다음봉시가로매도를진행한다. 포지션진입이후에는모델이설정한익

절, 손절 조건 중 하나가 충족될 때까지 포지션을 유지하며, 포지션 청산

시에는 다음 진입 신호가발생하기 전까지 거래를 진행하지 않는다. 또한,

손절 발생 이후에는 일정 기간동안 포지션 진입을 제한하여 하락 추세인

시장에서 과도한 거래를 억제하였으며, 실제 시장과 유사한 결과를 도출

하기위해 거래 수수료는 1틱으로 부과하였다. 제안 알고리즘의 우수성을

검증하기 위해 비교 모델로 단일 PPO 알고리즘, K-Nearest Neighbor,

XGBoost, Decision Tree, Gradient Boosting 총 5개의 모델을 사용하였

고, 모델의 성능을 비교하기 위해 수익률, 승률, 최대 손실률(MDD),

Payoff ratio(평균수익/평균 손실), Profit factor(총수익/총손실), 거래 횟

수를 계산하였다.

Ⅲ. 트레이딩 시뮬레이션 결과

Table 1은 3년간 평균 투자 성과 지표를 정리한 결과이다. 제안 알고리

즘의 수익률은 70.26%로 전체 알고리즘 중 가장 높은 성과를 보였으며,

이는 동일 기간 연평균 성장률(CAGR)인 32.5%보다 37.76% 높은 수익률

이다. 또한, 제안 기법의 MDD는 –24.04%로 단일 PPO 알고리즘 대비

26.57% 감소한모습을보였다. 이를 통해 제안 알고리즘의 트레이딩이 기

존모델보다우수함을알 수있으며 이는 Fig 3에서 확인할수있다. 머신

러닝 알고리즘에서는 Gradient Boosting이 66.29%의 수익률로 우수한성

과를보였으나, MDD가 –42.16%로 안정성 측면에서한계를보여주었다.

Table 1. 트레이딩 시뮬레이션 결과

Fig 3. 제안 알고리즘의 트레이딩 시그널

Ⅳ. 결론

본논문에서는머신러닝기반시스템트레이딩이 실매매에서레깅 등의

문제로인한투자성능저하가발생할수있으며, 강화학습과정에서모델

의 무분별한 포지션 진입으로 인해 불필요한 손실이 누적되는 문제를 완

화하기 위해 PPO 알고리즘과 XGBoost를 결합한 포지션 진입 제어 알고

리즘을 제안한다. 제안 기법은 XGBoost가 추정한 포지션 진입 성공확률

을 보상함수에 반영하여 PPO의 학습을 보조하고, 확률 임계값을 통해 무

분별한 포지션 진입을 억제함으로써 불필요한 거래로 인한 누적 손실을

완화도록 설계하였다. 트레이딩 시뮬레이션결과 제안 기법은 3년간 평균

수익률 70.26%를 기록하였으며, MDD –24.04%를 기록하여 단일 PPO대

비 26.57% 감소한 모습을 보였다. 특히, 제안 알고리즘의 연평균 거래 횟

수가 타알고리즘대비증가했음에도 불구하고수익률과MDD가 더욱 우

수한 성능을 보임을 확인하였으며, 이는 제안 알고리즘이 단일 PPO 모델

과 머신러닝 모델들에 비해 무분별한 포지션 진입 문제를 보완하고 수익

성과 안정성을 동시에 개선할 수 있음을 시사한다.
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