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Generation Condition Sim(I-T)t  Sim(I-D1
Text Prompt Only (Baseline) 62.93 36.84
Text + ASCII Structure (Ours) 65.33 38.12
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