
 

 

단안 깊이와 키포인트 기반 위치 추정을 활용한 

경량 차량-보행자 위험 평가 파이프라인 연구 

장현준, 유재천* 

성균관대학교 전자전기컴퓨터공학과 

10hour@skku.edu, *yoojc@skku.edu 

 

A Study on the Lightweight Vehicle-Pedestrian Risk Assessment Pipeline 

using Monocular Depth and Keypoint-based Localization 

Hyunjun Jang, Jae-Chern Yoo* 

Dept. of Electrical and Computer Engineering, Sungkyunkwan University 

 

요 약  

 
본 논문은 단일 RGB 이미지만으로 차량과 보행자 간의 충돌 위험을 실시간으로 판단하는 경량화된 

 위험도 평가 시스템을 제안한다. YOLOv8 기반의 객체 및 자세 추정과 Depth Anything V2 를 융합하여 

고가의 3D 센서 없이도 실시간 처리가 가능한 저비용 ADAS 솔루션으로서의 유효성을 입증하였다. 

 

 

Ⅰ. 서 론  

본 논문에서는 단일 RGB 카메라 영상만으로 도로 

상의 차량과 보행자 간의 3 차원 공간 관계를 정밀하게 

분석하는 실시간 위험도 평가 프레임워크를 제안한다. 

도로 환경에서 보행자 안전은 자율주행 및 첨단 

운전자 보조 시스템(ADAS)의 핵심 과제이다. 기존의 

보행자 안전 평가 방식은 크게 두 가지로 분류된다. 첫째, 

2D 이미지 상의 픽셀 좌표만을 활용하는 방식은 원근 

왜곡(perspective distortion)으로 인해 실제 물리적 

거리를 정확히 추정하기 어렵다. 둘째, LiDAR 나 

스테레오 카메라를 활용한 3D 재구성 방식은 정확도가 

높으나, 고비용의 센서가 필요하며 연산 복잡도가 높아 

실시간 처리에 한계가 있다. 

본 연구에서는 단일 RGB 카메라만을 사용하여 차량과 

보행자 간의 상대적 위치 및 위험도를 실시간으로 

평가하는 경량 시스템을 제안한다. 제안 시스템은 객체 

검출(Object Detection), 자세 추정(Pose Estimation), 

단안 깊이 추정(Monocular Depth Estimation), 차량 

방향 추정(Vehicle Orientation Estimation)을 통합하여, 

추가 센서 없이 Bird's Eye View(BEV) 기반의 공간적 

위험도 분석을 수행한다. 

 

Ⅱ. 본 론  

제안 시스템의 전체 파이프라인은 [그림 1]과 같다. 

입력 RGB 이미지로부터 차량 검출, 보행자 자세 추정, 

깊이 추정을 병렬로 수행한 후, 좌표 변환을 통해 Bird's 

Eye View 표현으로 변환한다. 

 
그림 1. 전체 시스템 파이프라인 

 

차량 검출에는 YOLOv8n 모델을 사용하며, 보행자의 

발목(ankle) 위치 추정에는 YOLOv8n-pose 모델을 

적용한다. 발목 키포인트는 보행자가 지면과 접촉하는 

위치를 나타내므로, 바운딩 박스 중심점보다 정확한 깊이 

샘플링 지점을 제공한다. [그림 2(a)]는 검출 결과를 

보여준다. 

깊이 추정에는 Depth Anything V2 모델을 사용하여 

입력 이미지로부터 dense depth map 을 생성[그림 2(b)] 

한다. 상대적 깊이 값 𝑑̂ 는 다음과 같이 metric depth 

𝑑로 변환된다. 

𝑑 =
𝛼

𝑑̂ + 𝜖
 

여기서 𝛼는 스케일 파라미터, 𝜖은 수치 안정 상수이다. 

 
그림 2. 검출 및 깊이 추정 결과 



 

픽셀 좌표 𝐩 = (𝑢, 𝑣)𝑇에서 월드 좌표 𝐏 = (𝑋, 𝑌, 𝑍)𝑇로의 

변환은 핀홀 카메라 모델에 기반하며, 다음과 같이 

정의된다: 

𝑋 =
𝑑

𝑓𝑥
(𝑢 − 𝑐𝑥),  𝑌 = 𝑑,  𝑍 =

𝑑

𝑓𝑦
(𝑣 − 𝑐𝑦) 

여기서 𝑓𝑥 , 𝑓𝑦는 초점 거리, (𝑐𝑥 , 𝑐𝑦)는 주점(principal 

point)이다. 

차량의 진행 방향(Yaw angle)은 바운딩 박스의 

종횡비(aspect ratio) 𝑟 =  𝑤/ℎ를 기반으로 추정한다: 

 

𝜓 = {

0∘                                     if 𝑟 <  0.8  (정면)

±90∘                                if 𝑟 >  2.0  (측면)

 linear interpolation    otherwise

 

 

Bird's Eye View [그림 3]에서 차량 위치 𝐏𝐯와 보행자 

위치 𝐏𝐩간의 유클리드 거리는 다음과 같이 계산된다: 

𝑑𝑉𝑃 = |𝐏𝐯 − 𝐏𝐩|𝟐 = √(𝑋𝑣 − 𝑋𝑝)
2
+ (𝑌𝑣 − 𝑌𝑝)

2
 

 

 

 
그림 3. Bird's Eye View 표현 

 

또한, 차량 진행 방향 벡터 ℎ⃗ 와 차량-보행자 방향 

벡터 𝑑 간의 각도 𝜃를 통해 보행자가 차량의 전방/후방에 

위치하는지 판단한다: 

𝜃 = arccos (
ℎ⃗ ⋅ 𝑑 

|ℎ⃗ ||𝑑 |
) 

 

𝜃 >  90° 인 경우 보행자는 차량 진행 방향의 후방에 

위치하여 충돌 위험이 낮다고 판단한다. 

 

Ⅲ. 결 론  

본 논문에서는 단일 RGB 이미지만으로 차량-보행자 

간 공간적 관계를 분석하고 위험도를 평가하는 실시간 

시스템을 제안하였다. 제안 방법은 고가의 3D 센서 

없이도 Bird's Eye View 기반의 직관적인 위험도 

시각화를 제공하며, 경량 모델 조합을 통해 실시간 

처리가 가능하다. 

[그림 3]의 실험 결과에서 차량(V1)은 카메라로부터 

2.9m 거리에서 우측(Yaw 70°)으로 진행 중이며, 

보행자는 7.9m 거리의 좌측 후방에 위치한다. 차량-

보행자 간 거리는 6.2m 로, 보행자가 차량 진행 방향의 

반대편에 위치하므로 충돌 위험이 낮음을 확인하였다. 

향후 연구에서는 Optical Flow 기반의 속도 추정을 

통합하여 충돌 예상 시간(Time-to-Collision, TTC)을 

계산하고, 동적 위험도 평가로 확장할 예정이다. 또한, 

경로 예측(Trajectory Prediction) 기법을 적용하여 미래 

충돌 가능성을 사전에 예측하는 연구를 진행할 계획이다. 
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