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요 약  

다국어 음성 합성(Text-to-Speech, TTS) 시스템은 주로 영어 데이터를 중심으로 설계되어 왔으며, 한국어 음성 
합성에 적용할 경우 단순한 모델 미세조정만으로는 안정적인 합성 품질을 확보하기 어렵다. 특히 한국어는 형태소 단위 

변형, 조사 결합, 숫자, 기호, 단위 표현 등 텍스트 해석 단계에서의 언어적 의존성이 높기 때문에 영어 중심의 텍스트 

처리만으로는 합성 불안정성 및 발음 오류가 발생할 수 있다. 본 논문에서는 다국어 TTS 시스템 기반 한국어 음성 합성 

과정에서 나타나는 텍스트 처리상의 주요 구조적 한계를 분석하고, 실제 입력 환경을 고려한 한국어 특화 텍스트 처리 
파이프라인 구성 요소를 체계적으로 고찰한다. 이를 통해 영어 중심 다국어 TTS 시스템의 한국어 적용 과정에서 텍스트 

해석 단계가 합성 품질과 안정성에 미치는 영향을 체계적으로 정리하고, 향후 한국어 TTS 및 에이전트 기반 음성 

인터페이스 설계 시 고려해야 할 언어 처리 관점을 제시한다. 

 

ABSTRACT 

Multilingual Text-to-Speech (TTS) systems have been primarily designed and trained on English-centric data, 

making it challenging to achieve stable synthesis quality for Korean speech synthesis through model fine-tuning 
alone. Korean exhibits high linguistic dependency at the text interpretation stage, including morpheme-level 

variations, particle combinations, and the processing of numbers, symbols, and unit expressions. Consequently, 

relying solely on English-centric text processing can lead to synthesis instability and pronunciation errors. This 

paper analyzes the major structural limitations in text processing that arise when applying multilingual TTS systems 
to Korean speech synthesis and systematically examines the components of a Korean-specific text pipeline designed 

for real-world input environments. Through this analysis, we systematically identify how the text interpretation stage 

affects synthesis quality and stability in the process of adapting English-centric multilingual TTS systems to Korean, 

and present linguistic processing perspectives that should be considered in future Korean TTS and agent-based 
voice interface design. 

 

 
Ⅰ. 서 론 

음성 합성 기술은 딥러닝 기반 모델 발전과 대규모 

학습 데이터로 자연스러운 음성 생성이 가능해졌으며, 
하나의 모델로 여러 언어를 처리할 수 있는 다국어 TTS 

시스템[1]은 효율성과 확장성 측면에서 실용적인 장점이 

있다. 그러나 이러한 다국어 TTS 시스템의 상당수는 

영어 데이터를 중심으로 설계되어, 영어와 언어적 특성이 

상이한 언어에 적용할 경우 여러 한계가 드러난다. 

한국어는 형태소 단위 변형이 빈번하고 조사 및 어미 

결합을 통해 문법적 의미가 표현되는 교착어로, 텍스트 
해석 단계에서 고려해야 할 언어적 요소가 많다. 특히 

숫자, 기호, 단위 표현은 문맥에 따라 읽기 형태가 

달라지며, 숫자에 결합하는 단위나 순서 표현에 의해 

기수·서수 해석과 발음이 결정된다. 영어 중심의 텍스트 

처리 가정을 그대로 적용할 경우 발음 오류나 운율 

붕괴와 같은 합성 품질 및 안정성 저하가 발생할 수 

있다. 

더욱이 최근 대화형 음성 에이전트 및 LLM 기반 음성 

인터페이스의 확산으로 정제된 문장뿐 아니라 비정형 
텍스트가 TTS 입력으로 전달되는 사례가 증가하고 있다. 

실제 서비스 환경에서는 숫자와 기호가 혼합된 표현, 

약어, 혼합 언어 표현 등이 빈번하게 등장하며, 이러한 

입력은 텍스트 해석 단계의 처리 방식에 따라 안정성에 
큰 영향을 미친다. 한편 신경망 기반 또는 LLM 기반 

텍스트 정규화 기법을 활용하여 이런 문제를 완화하려는 



 

시도도 이루어지고 있으나, 추론 지연, 모델 크기, 

온디바이스 적용 가능성 등 시스템 수준의 제약으로 
인해 실제 음성 합성에 직접 적용하기에는 한계가 

존재한다. 이에 따라 실제 TTS 시스템에서는 규칙 기반 

처리와 경량 신경망을 결합한 하이브리드 구조를 포함한 

텍스트 처리 파이프라인 설계가 여전히 중요한 고려 

사항으로 남아 있다. 

이러한 배경 속에서 기존 다국어 TTS 연구는 주로 

음향 모델 구조나 학습 방법에 초점을 맞추어 왔으며, 
한국어로 적용하는 과정에서 텍스트 처리 단계가 갖는 

구조적 한계와 설계에 대한 논의는 상대적으로 충분히 

다루어지지 않았다. 

본 논문에서는 다국어 TTS 시스템 기반 한국어 음성 

합성 과정에서 텍스트 처리 파이프라인이 갖는 구조적 

한계를 분석하고, 실제 입력 텍스트를 고려한 한국어 

특화 텍스트 처리 파이프라인 구성 요소를 정리한다. 
이를 통해 다국어 TTS 시스템의 한국어 적용 과정에서 

텍스트 처리 단계가 합성 품질과 안정성에 미치는 

영향을 고찰하고, 향후 한국어 TTS 및 에이전트 기반 

음성 인터페이스 설계 시 고려해야 할 언어 처리 관점을 

제시한다. 

 

Ⅱ. 본론 

본론에서는 다국어 TTS 시스템 텍스트 파이프라인을 
입력 특성, 텍스트 해석 단위, 처리 전략 관점에서 

구조적으로 분해하고, 한국어 음성 합성에 요구되는 

텍스트 처리 구성 요소를 단계별로 정리한다. 이러한 

구조적 분해를 통해 영어 중심 다국어 TTS 시스템에서 
암묵적으로 단순화되어 있던 텍스트 해석 단계가 한국어 

환경에서는 어떠한 추가적 역할을 수행해야 하는지를 

명확히 한다. 

텍스트 처리 파이프라인은 입력 텍스트의 형태와 

복잡도에 따라 서로 다른 처리 요구를 갖는다. 실제 

서비스 환경에서는 숫자, 기호, 약어, 혼합 언어 표현이 
포함된 비정형 텍스트가 빈번하게 입력되며, 이는 단순한 

문자 변환을 넘어 입력 유형 인식과 처리 범위 구분이 

필요함을 의미한다. 따라서 텍스트 파이프라인의 초기 

단계에서는 언어 및 스크립트 인식, 비정형 요소 탐지와 

같은 입력 분류 기능이 중요한 역할을 수행한다. 

텍스트 해석 단위의 관점에서 보면, 영어 중심 다국어 

TTS 시스템의 텍스트 처리는 주로 단어 단위의 
정규화와 발음 변환을 중심으로 구성되지만, 한국어의 

경우 숫자, 단위, 조사, 어미 결합 등으로 인해 해석 

단위가 형태소 수준까지 확장될 필요가 있다. 특히 숫자 

표현은 결합하는 단위 명사에 따라 고유어 수사 또는 
한자어 수사가 선택되며 발음이 달라진다. "3명", "3개"는 

"세 명", "세 개"로 읽히는 반면, "3층", "3회"는 "삼 층", 

"삼 회"로 발음되며, "3시간"은 "세 시간"이지만 "3분"은 

"삼 분"으로 읽힌다. 이러한 규칙은 단순한 숫자 
치환이나 토큰 단위 처리만으로는 안정적으로 반영되기 

어렵다. 

한국어는 조사와 어미 결합을 통해 문법적 의미가 
표현되는 교착어로, 발음 단위가 형태소 경계를 따라 

재구성된다. "집이", "집을", "집은"과 같이 조사에 따라 

발음과 운율적 실현이 달라지므로, 발음 변환 이전 

단계에서 형태소 분석[2]을 수행하고 이를 기반으로 

발음 단위를 구성하는 과정이 필요하다. 

혼합 언어 및 영어 약어 표현은 실제 입력 환경에서 

빈번하게 등장한다. "AI 기술", "GPU 서버"와 같이 영어 

약어와 한국어가 결합된 표현은 약어를 문자 단위로 
읽을지 발음 단위로 확장할지에 대한 판단이 요구된다. 

이러한 발음 해석 방식은 입력 표현의 성격과 사용 

맥락에 따라 달라지므로, 언어 및 스크립트 인식 이후 

혼합 언어 표현에 대한 별도의 처리 규칙이 필요하다. 

텍스트 처리 전략의 관점에서 보면, 형식이 명확한 

숫자, 기호, 단위 표현은 규칙 기반 처리로 안정적으로 

처리할 수 있는 반면, 문맥 의존성이 높은 표현이나 혼합 
언어 입력은 보다 유연한 해석이 요구된다. 이에 따라 

한국어 음성 합성을 위한 텍스트 처리 파이프라인은 

규칙 기반 처리와 경량 신경망 기반 처리[3][4]를 결합한 

하이브리드 구조로 구성될 수 있으며, 이는 처리 지연과 
시스템 복잡도를 최소화하면서 다양한 입력 조건에 

대응할 수 있는 현실적인 설계 방향을 제시한다. 

이러한 구조적 분해를 바탕으로 한국어 특화 텍스트 

처리 파이프라인은 입력 분류, 텍스트 정규화, 형태소 

분석, 언어별 G2P(Grapheme to Phoneme) 처리[5]로 

단계적으로 구성된다. 이 과정에서 음향 모델과 보코더 
아키텍처는 기존 다국어 TTS 시스템을 유지하되, 

한국어의 자음·모음 조합 체계 및 숫자·특수문자 처리 

특성을 반영하여 입력 기호 정의 범위를 재정의함으로써 

보다 효율적이고 언어 특화적인 텍스트 표현을 가능하게 

하였다. 

다국어 TTS 시스템 기반 한국어 음성 합성에서 

텍스트 처리 파이프라인은 단순한 전처리 모듈이 아니라 
언어 간 차이를 흡수하고 합성 안정성을 확보하는 핵심 

구조로 기능한다. 본 논문에서 제시한 구조적 분해는 

한국어 환경에서 텍스트 해석 단계가 수행해야 할 

역할을 명확히 하며, 향후 한국어 TTS 및 에이전트 
기반 음성 인터페이스 설계 시 고려해야 할 텍스트 처리 

관점을 제시한다. 

 

Ⅲ. 결론 

본 논문에서는 영어 중심으로 설계된 다국어 TTS 
시스템을 한국어 음성 합성에 적용할 때 발생하는 

텍스트 처리 단계의 구조적 한계를 분석하고, 한국어의 

언어적 특성을 고려한 텍스트 처리 파이프라인 구성 

요소를 정리하였다. 숫자 및 단위 표현, 조사와 어미 
결합, 혼합 언어 및 영어 약어 처리와 같이 발음 결정이 

문맥에 의존하는 요소들이 텍스트 해석 단계에서 

핵심적인 문제로 작용함을 논의하였으며, 이를 통해 

텍스트 처리 파이프라인이 단순한 전처리를 넘어 언어 
간 차이를 흡수하고 합성 안정성을 확보하는 핵심 

구조로 기능함을 확인하였다. 또한 음향 모델과 보코더의 

구조를 유지한 상태에서도, 텍스트 해석 단계와 입력 

표현 정의를 한국어 특성에 맞게 설계함으로써 한국어 
음성 합성에 필요한 언어적 정보를 효과적으로 보완할 

수 있음을 보였다. 

이러한 고찰은 다국어 TTS 시스템의 한국어 적용 
과정에서 모델 구조 변경이나 대규모 추가 학습 없이도 

텍스트 처리 단계의 설계만으로 언어 적응을 체계적으로 

수행할 수 있음을 시사한다. 나아가 한국어 TTS 



 

시스템이나 에이전트 기반 음성 인터페이스에서 다양한 

입력 형태를 안정적으로 처리할 수 있는 실질적인 설계 

기반을 제공한다.  
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