Held 718 A5F HAF E18 AJAHS] AF 3F 2 A Ao A 24
A, A5, o1
e A £

{hunseok?2002, 202101646, bjlee} @inu.ac.kr

Research Trends and Phase Control Performance Analysis of Deep
Learning—Based RIS Systems
Hunseok Yun, Hokyeong Cha, Byungju Lee
Department of Information and Telecommunication Engineering

Incheon National University
o ok

E

a7
A5d WA EURISS 6G o BN F4 AU TEHOR Aojstel HBg PN WY J)golvk
S R Wb R4 BRAAE A AClE 98 G BHEsl Zohetel A7 Hge AL EART 2
=ROAE Qe JIN RIS 97 $3E $Aska, A0 1M A1 deld 1w 94 Aol J1ge) 4% 3 A A S
Mtk AEelold A weld JHe J1E A0 MW o] Ak dE AE fAsEAE A Age 3
WEalo], 6G 2444 RIS Aolel mabsal dards elssie,
W A F4

6G olZEA AAELS 2yE ZAANAY A5H wuget (3], [4]. [3]91A= mmWave RIS
x4 EYAS AFsAT, V& FA s dE A2 oF% AA Zuk 1 xF 23 Ante o=
219 273 ol A A5 A 37t CEansas wo]=& 7FF38ta, DnCNN (Denoising Convolutional
2] e 5 (mmWave) 4 g 2}el] 2= (THz) Neural Network) 7|9t FZE £33t Asd
el s w2 4= 43 Zd Higow sl s ST AY =4 AFLES AT
=9 =AZF B FreAh ol dAE =58 wEk [4] o= AFgA}F o] Eof tﬂr% AW Ay EAS
e teow A sl At AEE Aelsel  Luag covasTM veE olge Ad 45
T e AE Amse  Asd W Digs gasgen, o2 gl s0n A% Wmd
;L(Reconflgurable Intelligent Surface, RIS)o©] ZolmW AL O]E AFEA W A SNR E7o]A ok Aol
FET Qi) [1]. My =S 9x8 2 o]g_g _1—‘;]_0:11;].
ey RISO] AAl AE&S SN 58 AE poee oo AT E T oA N
TEE A% Ad 4 oeWs el iR 4 Ao shd, RIS A4 AAE Hl“?ﬂﬁ] = #HA3 wAR
£ H &5 # 2 5} A7} Ak, X*JQ”% SDR % AO 7IRF 792 &2 A BE3RE=R
SDR (Semidefinite Relaxation) %! AO (Alternating AANZE AL SPA]E 7k}, olo wat 7|E HA 3
Optimization) 7]%k 71‘?3% E A BSRER AR e sy deldzE  &Eske AT AW (Deep
gigol eAE 7hn [2]. ofel HZeols Held 7wt Neural Networks, DNN) 7]qb A% 38k 7|3 o]
RIS Ale] 7]He] wietez A= glowv, ol AdEgon, FE wAeA e AR Epza
71Nk shgs Fell W HH3E glo] maAQl Y HAo| 2HS e DA 2= 9t} [2].
Aoj7} 7}~0Pj Eebdg g A ¥ (Channel A 6G AT o] CSI BEo] Aol 37
State Informatlon CSD BANME A HTS Walyh  wds A9 Ay dko 2 Qo]
At | [ 1] 715 #H#3 7]6k RIS Al oH@emE AT AsHLS EF AN
71 3} @E{H 71 A2 ES vwd dyE, g8y I e A= 7385 (Dee Reinf t
_ - = =) [¢] 1A b einforcemen
719l AR, ﬁ%“ 9 B4 s SHelA Learning, DRL)©] tjetow ZFEw 3 9jt) E3
T2 olde BYE YERIT DDPG (Deep Deterministic Policy Gradient) 7]uF
TS AE5A 94 Ao7E Zhssid, Hole
2y 7% RIS g2y 78k RIS Ao Ae A2 W (Channel Knowledge Map, CKM)<&
= Al 71 714 Agstel g% agd Ao HAHE FIAIE
; Rl e A= AP ot [5], [6].
Aol 24 T8tz A 5} HlelE 2Is S =t AEq s(t) W5 alt)
A% BRAE | we W O Rls‘u:ser) =" Rlsgﬂg
S DRLOIIDWE
Zﬂgjﬁlﬂ’ ) &+A O 2 ,‘5‘; DDPGISAC
kA3t CSI . =
CSI I&4 | 29hd CSI 38
g’% ‘ﬂi} ZHE]Z‘:‘Iﬂ— 52~ ) Ab f
SEN G2l s 7 A4S SNRESunngne)
o= RIS o o mmu
Sl B . (28 1] 2% #sks 7 RIS Ao 72
[ 1] 71& =18k 718 RIS Alo) 7194 5129 A2 geld /N RIS ATE 72 78 mdw
7IRF RIS Alo] 71" e vl Zdetetas FHoE SHEHI glow, Aol w2
_ CSI 7Fdel wap Aolst EAS HQth [% 2]+
IL Fed 1% RIS A 7€ 3% olEldt AEL Wi 9 Jelw joi Fuern
o A 71N 712 BebASH CSI $A4oA Y Q1 Ao
RIS A¢ 74 g2l AXEA = 7|2 5-RIS- A iA Eﬂw LSy 061—4\_1 LA 6};1]_2‘
A2 FAE xHHO Aeel Z=xo] Aol W A AR e e SR wals
Shel wlol A B Dozl 2= = ol == 7FA A3l 241y gJHd e FE e
X-“td'\_ 'q'a/\ X]' J’]’ ]'/\]' ;q' T 7]'i JOH T 76 o HAT = 57 =) 512~ 3 2] O] Z =
- = ol = X} ] H]EU] A= As %'C TH = X‘ﬂ-&,—o]—% Elasy E”O]E1 E‘Eoﬂ ‘/]—Ll_—iﬂ'tl'
2A7F AAT o)lF= A4 Aol ¥ Wlxw AE AR B R olgd EAlS Hlwasly] g8 A0 7]uk
olojAltt. ol g}o}ﬂ 918, #Hole RIS Bz I -



71 Jed 7IHE 8 Aol 71 A W AL
BAEE Aol How BAHT.
s
FIEA %z‘} AE At e | F2 7o | §A
0]/\]—
CNN- B DL 7k | 8
= LTy | RISTNOMA gy = | A9
MU=~ IFS:OAJC o | ES
(6] DRL | ISAC/STAR= | g3 pi& | 31
RIS Ao} 53
CKM
g | SN
(7] DRL | MU-MISO | o34 T
S [¢]
RIS Ao | 18

[32 2] d2id 7|9 RIS & HAl A7 53

III. AlEHelA 874 4 A5 &4
2 Ao 16 7 ¢HElYUE 2HE 71X+, 128 71 Y
WAL AZE 7Fd RIS, 28l e QU AR AE
¥38k3l= RIS A9 MISO A|A®S w3t} 7] A =-
RIS ®A9 RISAHEA HAe =4 3742 vk ale]
Rician #lojd Az =HYsgith RIS WAL 2xb=
e =371 WA AFE JHAY, ZF A&k WRA}
4L [—mnl HYelA dEHez Ao Jlesitia
7} s}, ole] wal RIS ®HA} dHEe thed o)
o=,
® = diag(e/®,e/%, ..., e/), 0, € [-m,n] (1)
RIS & A#3 #7 ALY 7IA=-RIS AY H,,
RIS-AFgAF AE  h, & ol&ste] uvs37 ol
¥ddc,

h{eff} = h,I:IuCDHbr (2)
M Tgel A0 ZIE A HA e R AE
A7) Adels =wz s, ogel Ad BAg
MEA o AHow dAdT,
max, || Ay PHyr|1* 5.t | Dpym| = 1 (3)
A7IM w e ZIAS WEY HHE oustd, ALk
BAES neste] AQ WE A5 3 3% AT
Held 7Ink RIS 94 Ao 71 DNN 7]Rk 3] 7]
waz Mqsgon, AY YuE JYOE Wop RIS
WAL S MEE 4 aSat. a9 2de A0
ZIv HA A dAE A" (abe) o®  AFE-3}O]
exelel AMd Sas FdeEH, 292 ey Zol
AO 7I%F $17g AP E S shd T
6= w(Hpr, b)) = 649 (4)
sts Ao e Hd Al 23 (Mean Square Error,,
MSE) &4 5 #Hastso
= [|fp(x) = 6849113 (5)
4% ¥7F= 10,000 719 EHAE AES TV|Hlo®
Fastelon, s AlbE AL =5 FE ALY

A
chievable rate & & A& AXLZ AFE3k5loH.
U3} o] A olEh
R = log,(1 + SNR - ||hf,®H,,||?) (6)

o

RIS Performance Comparison

- 0

. DNN
251 mmm Random Phase

2

Achievable Rate (bps/Hz)

15d8
SNR (dB)

(2% 2] AO 7] 3 DNN 7|¥e A% vl

mEn:ErEE
Shrlo oinE
2L TR o
ol
foi
o
o
o
>k
ot
D> -
O i
N
= i
Sk
rly -
e
o
ox
ofr &,

X
2
o
ke
ot
[P
w >kl
=
<
)
u
2
o
>,
()
==

o
w
R

(

o 2 19, & filo of, 02

or
N
ol
ol
n°)
X
ki
it
0():{1
>,
r\l
o
2
o O1
ol

|

) RIS Alolo] &ab& el toke]

®

SO Ho NN N

_&:_I‘

2 @ ol
T
%OELOL
N
pig
Seorle
o>k
Z

=

w

(@)

[N

os]

~

SN

o

l

>

(@)

=

us)

(O, H;
i Of
- =

o]

H| 1L
AO DNN A3t
AO
Achievable | 27.5 26.2 gy ok
Rate (30 dB) | bps/Hz bps/Hz 95.3%
s A
Zml st
s A3t
ok
5 ul)

ok
fa

As &4 7% ok 4.7%

Ay Azt 2.4778 % 0.4478 %

ol
5.
By
=

[ 2] AO 7]"1¥ DNN 7|He s 4 A
=1

13t

e i
rh

KX

s R = =Y

st @F dvmt o e 84 a1y
ol
[<]

-30}:

o]

k=

hi

F38lo], diifE RIS #7FoA 242 ditdd
d 2

s Ad AR A 2d HdAE 73
%

Sorien® >t <

9

ACKNOWLEDGMENT
A A= 7| =H BREANR el
AREA7EH719 dist ICT ATFAEALd JITP-
2026—RS—2023-00259061) ¢ ATAANZ
FHE N

FTagd

[1] Z. Zhang, L. Dai, X. Chen, C. Liu, F. Yang, R.
Schober, and H. V. Poor, "Active RIS vs. Passive RIS:
Which Will Prevail in 6G?," IEEE Transactions on
Communications, vol. 71, no. 3, pp. 1707—1725,
March 2023.

[2] H. Zhou, C. Xu, K. An, S. S. A. Al-Dweik, D. W.
K. Ng, C. Yuen, and Z. Han, "A Survey on Model—
Based, Heuristic, and Machine Learning Optimization
Approaches in RIS—Aided Wireless Networks," IEEE
Communications Surveys & Tutorials, vol. 26, no. 2,
pp. 781—809, Secondquarter 2024.

[3] S. Liu, Z. Gao, J. Zhang, M. Di Renzo, and M.—
S. Alouini, "Deep Denoising Neural Network Assisted
Compressive Channel Estimation for mmWave
Intelligent Reflecting Surfaces," IEEE Transactions
on Vehicular Technology, vol. 69, no. 8, pp. 9223—
9228, Aug. 2020.

[4] S. Manju and B. Sundarambal, "Deep learning —
based cascaded channel prediction for 6G MIMO
RIS—-NOMA systems," Physical Communication, vol.
72, pp. 102789, Oct. 2025.

[5] K. Feng, Q. Wang, X. Li, and C.—K. Wen, "Deep
Reinforcement Learning Based Intelligent Reflecting
Surface Optimization for MISO Communication
Systems," IEEE Wireless Communications Letters,
vol. 9, no. 5, pp. 745—749, May 2020.

[6] L. Yang, Y. Huang, M. Wang, and Y. Zhang,
"Integrating channel knowledge map and deep
reinforcement learning for optimizing RIS —assisted
MU-MISO systems," Physical Communication, vol.
72, pp. 102660, Oct. 2025.

[7] M. M. Kamal, M. M. H. Polash, M. A. A. Mamun,
and M.—S. Alouini, "Optimizing Secure Multi—User



ISAC Systems With STAR-RIS: A Deep
Reinforcement Learning Approach for 6G Networks,"
IEEE Access, vol. 13, pp. 31471—31485, Feb. 2025.



