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Parameter Value
Channel model Tapped-Delay Line-A
Bandwidth 20 [MHz]
Subcarrier spacing 30 [kHz]
Number of RBs 2
Number of PSSCH 12
OFDM symbols
Modulation QPSK
Noise AWGN
Delay Spread 107300 [ns]
Velocity 307150 [km/hl]
SNR 0720 [dB]
Number of training data 10,000
Optimizer Adam
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Model Total Parameter
CNN 57,386
GRU 58,861
LSTM 75,757
ResNet 289,174
Transformer Encoder 67,404
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