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요 약

본 논문은 전기차 배터리의 충전상태(State of Charge, SoC) 예측 정확도를 향상시키기 위해 TCN(Temporal

Convolutional Network) 기반 SoC 예측 모델을 제안하였다. 제안 모델은 전압, 전류, 온도 다변량 시계열을 입력으로

받아 causal dilated convolution을 통해 미래 정보 누수 없이 장기 의존성을 학습하며 SoC를 예측하도록 설계하였다.

모델 학습 및 평가는 MIT의 배터리 데이터셋을 활용하였고, 사이클별로 길이가 상이한 시계열은 linear interpolation

resampling을 통해 길이 256의 고정 시퀀스로 변환하였다. 실험 결과, 제안 모델은 테스트셋에서 MAE 0.008, RMSE

0.014의 성능을 나타내어 SoC 예측에 대한 유효성을 확인하였다.

Ⅰ. 서 론

전기차 배터리의 SoC(State of Charge) 예측은 주행 가능거리 추정, 에

너지관리, 그리고과충전/과방전방지와 같은안전제어를위해 필수적인

기술이다[1]. 기존에는 등가회로모델(ECM)과 칼만 필터 기반 기법(EKF,

UKF 등)이 주로 사용되어 왔으며, 최근에는 시계열 데이터의 장기 의존

성을 학습할 수있는 RNN, LSTM 등 순환 신경망기반의 딥러닝구조가

SoC 예측 문제에 적용되고있다[2-4]. 그러나 이러한접근은장기의존성

학습과정에서 학습 안정성과 병렬화(연산 효율) 측면에서 제약이존재할

수있어, 긴 시계열정보를효율적으로 반영하면서도계산효율이높은모

델 구조가 요구된다[5].

본 연구는 이러한 요구를 바탕으로 TCN 기반 전기차 배터리 SoC 예측

모델을 제안한다. TCN은 causal convolution과 dilated convolution을 통

해미래정보누수없이긴수용영역을확보하여장기의존성을효과적으

로 학습하며, 순환 구조 없이도 병렬 연산이가능해학습및 추론 효율 측

면에서 장점이 있다. 제안 모델은 전압, 전류, 온도와 같은 다변량 시계열

을 입력으로 받아 다중 시간 스케일의 배터리 동특성을 학습하고 SoC를

회귀 방식으로 예측한다.

Ⅱ. 본론

2.1 데이터셋

본 연구에서는 전기차 배터리 SoC 예측 모델의 성능을 검증하기 위해

MIT에서 제공하는 배터리 데이터셋을 활용하였다. 사용된 데이터는

US06–FUDS 주행 사이클 기반의 동적 부하 프로파일로 구성되어 있으

며, 서로 다른 온도조건에서 측정된 다변량 시계열을 포함한다. 데이터는

온도별로 구분된 여러 실험 세트로 제공되며 각 세트는 동일한 프로파일

하에서 수집된 반복 측정 결과를 포함한다.

각 실험 세트에는시간에따른전압, 전류, 온도 정보가포함되어있으며,

추가적으로 누적 충전량  및 누적 방전량 과 같은 용량 관련 변수
도 제공된다. 이러한 다변량 시계열은 동적 부하 조건에서의 배터리 응답

특성을 포괄적으로 반영하므로, SoC 예측 모델의 학습및 성능평가에활

용하기에 적합하다.

2.2 전처리

MIT 배터리 데이터셋은 실험 과정에서 수집된 raw 시계열로 구성되어

있어, 사이클마다 샘플수가다르며시간축길이가일정하지않다. 따라서

본 연구에서는 시계열 입력을 딥러닝 모델에 적용하기 위해 각 사이클을

동일한 길이의고정시퀀스로 변환하는 linear interpolation resampling을

수행하였다. 구체적으로, 각 사이클의 원 시계열을 시간축 기준으로 균일

한간격의 목표 그리드에재정의한 뒤, 인접한두 샘플 사이 값을 선형함

수로 근사하여 목표 지점의 값을 계산하였다. 이 과정은 불규칙하거나 서

로다른길이의 시계열을동일한길이로정규화하면서도 전체적인추세와

연속성을 보존하는 장점이 있다.

본 연구에서는 전압, 전류, 온도 및 SoC를 대상으로 모든 시계열을 길이

256의 시퀀스로 변환하였다. 또한 데이터 셋은 train, validation, test를

70:15:15 비율로 분할하여 제안한 TCN 기반 SoC 예측 모델의 성능을 안

정적으로 비교·검증할 수 있도록 한다.

2.3 모델 구조

본 연구에서는 전기차 배터리 SoC를 시계열 회귀 문제로 정의하고,

TCN 기반 예측 모델을 설계하였다. 제안 모델은 여러 개의 Temporal

Block을 직렬로 쌓은 형태로 구성된다. 각 블록은 동일한 dilation을 갖는

1D convolution 층 2개로 이루어지며, 각 convolution 뒤에 Layer

Normalization, ReLU, Dropout을 적용하였다. 또한 residual connection

을 적용하여 학습 안정성을 높였다.



TCN의 핵심은 causal dilated convolution이다. 본 모델은 커널 크기  을 사용하며, 블록마다 dilation을 1, 2, 4, 8, 16으로 증가시켜 수용
영역을 확장하였다. 이를 통해 비교적 얕은 깊이에서도 장기 의존성을 효

율적으로 학습할 수 있다. 또한 padding으로 인해 발생할 수 있는 미래

정보 누수를 방지하기 위해, convolution 출력의 끝부분을 제거하는

chomp 연산을 적용하여 인과성을 보장하였다. 라벨이 [0, 1] 범위이므로

최종 출력에는 sigmoid 함수를 적용하였다. 결과적으로제안모델은순환

구조 없이도 병렬 연산이 가능하며, dilation을 통해 장·단기 패턴을 동시

에 반영하는 SoC 예측 모델을 구현한다.

2.4 실험 결과

본 연구에서는 예측 성능 평가를 위해 MAE(Mean Absolute Error)와

RMSE(Root Mean Squared Error)를 사용하였다. 표 1은 제안한 TCN

기반 SoC 예측 모델의 테스트셋 전체 성능을 나타내며, 테스트셋에 대해

MAE는 0.008, RMSE는 0.014로 측정되었다. 표 2는 테스트셋중 특정 배

치–셀–사이클에 대한 시점별 예측 결과를 정량적으로 분석한 것이다.

전반적으로 제안 모델은 개별 사이클 수준에서도 낮은 오차 범위에서

SoC를 안정적으로 예측하는 경향을 보였으며, 사이클별로 오차 규모의

차이는 존재하나 전체 테스트 성능과 일관된 수준의 예측 결과를 확인하

였다.

MAE RMSE
Test 0.008 0.014

표 1 . 제안한 TCN 모델의 MAE, RMSE 성능

Batch-Cell-Cycle MAE RMSE
0-6-100 0.008 0.013
1-16-100 0.011 0.017
1-25-100 0.012 0.02
2-14-100 0.004 0.006

표 2 . 특정 배치, 셀, 사이클의 MAE, RMSE 성능

Ⅲ. 결론

본 논문은 전기차 배터리 SoC 예측의 정확도 향상을 위해 TCN 기반

SoC 예측 모델을 제안하였다. 제안 모델은 causal dilated convolution을

적용하여 미래 정보 누수 없이 장기 의존성을 학습할 수있도록 설계하였

으며, dilation을 단계적으로 확장함으로써 비교적 얕은 구조에서도 다양

한 시간 스케일의 배터리 동특성을 효과적으로 반영하였다. MIT 배터리

데이터셋을 활용한 실험 결과, 제안 모델은 테스트셋에서 MAE 0.008,

RMSE 0.014의 성능을 나타냈으며, 특정 배치–셀–사이클 단위의 추가

분석을 통해 개별 시계열 수준에서도 안정적인 예측 성능을 확인하였다.

향후 연구에서는 온도 조건 및 배터리 상태 변화에 대한 일반화 성능을

강화하고, 실시간 적용을 위한 모델 경량화 및 최적화를 통해 실제 BMS

환경에서의 활용 가능성을 확장할 예정이다.
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그림 1. 제안한 모델 구조




