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요 약

첨단교통기술의발전으로 지능형교통시스템(Intelligent Transport System, ITS) 환경에서실시간데이터 처리의중요성이대두되고있다. 도로변
유닛(Roadside Unit, RSU)은 각 위치에서 수집한 로컬 데이터를 활용하여 객체 인식 모델 학습을 진행한다. 다수의 RSU가 분산된 환경에서는 원본
데이터가 아닌모델파라미터를서버로 전송하여글로벌 모델업데이트를 수행하는연합학습기법이연구되고있으며, 기존 연합학습기법에서는 글로
벌 모델 업데이트 과정에서 RSU 간 상이한 연산 성능으로 인한 집계 지연(Aggregagion delay)이 증가하는 문제가 발생한다. 본 문제를 해결하기
위해 특정 RSU를 선택하여 학습에 참여시키는 선택적 연합학습이 제안되었지만, 연산 성능 중심의 RSU 선택으로 인해 특정 객체 분포에 편향된
학습과 객체별 학습 불균형 문제를 초래하였다. 본 논문에서는 RSU의 객체별 학습 정확도 및 데이터 편차를 고려하여 학습에 참여할 RSU를 선정해
객체 불균형을 완화하는 선택적 연합학습 기법을 제안한다.

Ⅰ. 서론

최근 자율주행 등 첨단 교통 기술의 발전으로 인해 ITS의 중요성이 강

조되고 있다. 이러한 ITS 환경에서는 교통안전 및 효율성을 보장하기 위

해 저지연 및 고신뢰의 실시간 데이터 처리와 의사결정이 요구된다[1].

RSU는 ITS의 핵심 구성 요소로서 교차로의 신호등과 같은 도로변 시설

에 설치되며 다양한 센서, 통신 모듈, 연산 장치가 탑재되어 있다. 차량

및 보행자를 인식하고 해당 객체의 위치, 방향, 속도, 가속도 등을 기반으

로 차량 간 또는 차량과 보행자 간 충돌 가능성을 계산하고, 충돌이 예측

될 경우 차량에게 실시간으로 경고 메시지를 전송한다[2].

그림 1. RSU 기반 지능형 교통 시스템(ITS)

그림 1과 같이 ITS 환경에서 RSU는 교통상황과위치에따라수집하는

객체의종류및비율이상이하며 RSU 간 객체분포가이질적으로나타난

다. 각 RSU는 특정 도로상황에 편향된 로컬 데이터 기반으로 학습을 수

행하므로 객체 특성의 다양성이 제한되어 다양한 도로 상황을 반영하기

어렵다. 이를 해결하기 위해 RSU와 중앙 서버가 객체 인식 모델의 학습

을 분산하는 연합학습 기법이 제안되었다[3]. 이 기법은 각 RSU에서 수

집한데이터를통해로컬학습을진행한후학습 결과물인모델 파라미터

를 중앙 서버에 전송한다. 중앙 서버는 로컬 모델 파라미터를 집계한 뒤

글로벌 모델을 업데이트하여 글로벌 모델 파라미터를 학습에 참여한 모

든 RSU에게배포한다. 이를 통해 원본데이터를 외부로노출시키지 않고

모델 파라미터만을 전송하여 통신지연이 감소하고프라이버시를 보호할

수 있다.

RSU들의 설치 시기가 다르고 여러 지역에 분산되어 운영되므로 RSU

간 하드웨어 사양, 연산 성능, 통신 환경이 이질적으로나타난다. 최근 연

구에서는 각 RSU의 연산 성능 및 자원을 고려하여 학습에 참여할 RSU

를 선택하는 자원 인지기반선택적연합학습을 제안하였다[4]. 해당 기법

은 연산 성능이 높은 RSU 위주로 선택하고 연산성능이 낮은 RSU를 학

습에 제외하여 집계 지연을 감소시켰다. 그러나 해당 기법은 학습 참여

공정성을 고려하지 않아 특정 RSU들만 지속적으로 선택하는 결과를 초

래했다.

연산 성능을 기준으로 RSU를 선택하는 구조에서는 높은 연산 성능을

가진일부 RSU만 반복적으로학습에참여하게된다. 이러한특정 RSU의

반복 선택은 해당 RSU가 수집한 특정 객체데이터만 과도하게 학습하며

특정 클래스의과적합으로인한데이터편향이발생한다[5]. 또한 소수객

체 데이터를수집한 RSU가 지속적으로 선택되지않을 경우, 해당 객체에

대한 학습이 부족하여 글로벌 모델의 학습 불균형을 유발한다.

본 논문에서는각 RSU 로컬데이터의객체분포및객체별학습정확도

를 고려하여 학습에 참여할 RSU를 선택하는 선택적 연합학습 기법을 제

안한다. 본 기법은 객체별 학습 정확도를 기반으로 객체 분포 다양성을

간접적으로 반영하여 학습에 참여할 RSU 선택 기준을 설계하여 특정 객

체에 대한 과도한 학습을예방한다. 이를 통해 RSU 간 상이한 환경과특

정 데이터 과적합으로 인해 발생하는 데이터 편향을 줄이고 다양한 객체

분포를 반영한 글로벌 모델 학습을 지원하고자 한다.

Ⅱ. 본론

2.1 객체 분포 및 객체별 학습 성능 기반 연합학습



그림 2. 학습 정확도를 고려한 RSU 선택 구조

그림 2는 각 RSU의 객체별 학습 정확도를 중앙 서버와 비교하여 학습

에 참여할 RSU를 선택하는 구조를 나타낸다. 본 기법은 학습에 참여할

RSU 선택 방식을 두 단계로 나눠서 진행한다. 먼저, 객체별 학습 정확도

를 고려한 1차 선정 절차를 진행한다. 글로벌 모델의 객체별 학습 정확도

와학습에참여하는 RSU들의객체별로컬학습정확도를비교하여그차

이를 표준편차(Standard Deviation)로 산출한다. RSU별로 산출된 표준

편차의 평균값을 구하고 평균값 이하의 객체 학습정확도를 가진 RSU는

해당 학습라운드에서 제외한다. 이 과정에서객체별 학습 정확도의 표준

편차는 RSU의 객체분포가학습성능에반영된정도를판단하기위한지

표로 활용될 수 있다. 특정 객체에 대한 정확도 표준편차가 크게 나타나

는 경우, 해당 RSU는 글로벌 모델에 충분히 반영되지 않은 다양한 객체

를포함할가능성이높다. 이러한 RSU를 선택함으로써객체별학습정확

도 편차를 감소시키고 불균형한 객체 분포 학습으로 인해 발생하는 데이

터 편향을 효과적으로 완화하고자 한다.

객체별 학습 정확도를 고려한 1차 선정 이후 학습 안정성과 학습 성능

저하를 방지하기 위한 2차 선정 절차를 진행한다. 전체 객체에 대한 글로

벌 모델의 학습 정확도와 각 RSU의 학습 정확도를 비교한다. 글로벌 모

델보다전체학습정확도가낮은 RSU는 모델수렴에부정적인영향을미

칠 가능성이 있으므로 해당 학습 라운드에서 제외한다. 이를 통해 객체

분포의 다양성을 고려한 RSU 선택 과정에서 학습 안정성을 동시에 확보

하고 글로벌 모델의 전반적인 성능 저하를 방지하고자 한다.

2.2 제안 기법 동작 방식

연합학습 환경에서 RSU 집합을        , 객체 집합을      로 정의한다. 중앙 서버는 글로벌모델의 객체별
학습 정확도를측정하고각 RSU는 객체별 로컬학습정확도를측정한다.           (1)

식(1)은 객체 분포 불균형이 객체별 학습 정확도에 미치는 영향을 분석

하기 위해 중앙 서버의 글로벌 모델과 RSU 간 객체별 정확도 편차  를산출하는과정을나타낸다. RSU 의객체 에대한로컬학
습 정확도를   , 동일한 객체에 대한 글로벌 모델의학습 정확도를  로 정의한다. 중앙 서버는 RSU에게 객체별 정확도 편차인  를 제어 패킷으로 패킷화하여 전송하도록 요청한다. RSU로부터
수집된   를 기반으로 중앙 서버는 객체별 학습 정확도 편차  를 산출한다.

     
    (2)

식(2)에서는 중앙 서버가 객체별 정확도 편차   를 산출한 후 이
를 기반으로 객체별 평균 편차 를 계산한다.

    
    ∈      ≥  ∀  (3)

식(3)은 객체 에 대한 RSU 의객체별 정확도편차   가 전체
RSU의 객체별정확도 평균편차인 보다 작은경우, 해당 RSU를 학습
참여 후보에서 1차 제외한다.   ∈    ≻   (4)

1차 선정이후, 중앙 서버는 RSU의 학습정확도 를글로벌모델의
학습 정확도  와 비교하여  보다 학습 정확도 가 낮
은 RSU를 2차 제외한다. 이는 객체별 정확도 편차   가 객체별 정
확도 평균 편차  보다 상회하여 1차 선정 기준을 만족하더라도 학습
기여도가 낮은 RSU의 참여로 인해 발생할 수 있는 글로벌 모델 학습 성

능 저하를 방지한다.

Ⅲ. 결론

본 논문에서는 선택적 참여 기반 연합학습 환경에서 발생할 수 있는 데

이터 편향 문제를 완화하기 위해 중앙 서버와 RSU의 객체별 및 전체 학

습 정확도를 고려한 RSU 선택 기법을 제안하였다. 제안 기법은 특정 객

체 분포에 편향된 반복적인 학습을 제한하여 데이터 편향을 완화하고 다

양한 객체 분포를 반영한 글로벌 모델의 학습을 지원한다. 또한 객체별

학습정확도기반 선택적연합학습기법을통해 기존선택적 연합학습대

비 학습안정성을 기대할수 있다. 향후 연구에서는 제안한 RSU 선택기

법의 성능을 검증하기 위해 다양한 시뮬레이션 환경에서의 성능 평가를

수행하여 기법의 성능을 정량적으로 분석하고자 한다.
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