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AE ZZ7)(Power Amplifier, PA)E A 3E ZXZ3}o] °J74F/]77}7<] Aeh=
Aol A dAetE vdE 54 s F4 Astet Ay 58 A ¥le
BAS g3 fAH" /\}X49]14—(D1g1ta1 Predistortion, DPD) -7} &3]
2](Memory Polynomial) €] <147 W (Neural Network) Za 2 1%=3}5 A}
* 0}14':‘/} A dE 2z F2EY v F%7] 5A4o] wa A vy
dAste @40, B =il Aldze] 1A dHolEHE fdge=r ol gaHor HAAN F JEFH
D1(’I‘remsformer) 7]%t DPD ‘:’Eré A ek3tc}. o) = ;E'—E'?H 7] WEE a3 @Long-Term Memory Effects)E

2 R4 vdy »Ayg Aes A AMAEIT A3 Ao, Aljbste EE2 7]E SOTA(State-of-the-art)
DeltaGRU-tcnskip thH] EVM 2 3.34 8], ACLR 2 2.48 v & A58 HITh
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6G % 5G Advanced 7% & F4 FA A]2=E A ey
A3 ZZ7|(Power Amplifier, PA)E H% Azl Fn,
Az o #<¥](Signal-to-Noise Ratio, SNR) 4],
FEARL AUA AME T T4l FHE AAseE M o
F8% B T YR #HIY. PA = oyA &%
SdstE f8 = E3F J Y (Saturation Operation -
Point) <A oA F2 A|7]A| %, H¥]Ad(Non-linear) % 1. A8t Transformer-based DPD 0}7]‘5-}2%
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6 Archiecture of Transformer-based DPD

Hdg gl o) AE7F MAEoe] 94 #E A7|(Error o £2e
Vector Magnitude, EVM)E °fshAl7lan 14 Ad 2 Fo A= Transformer-based DPD o}7| 8139} 1
7+d (Adjaenct Channel Interference) & 9271t} [1] N Az AR e

PA 9o ®dY 9= FAE 55]1730}7] s HAd cen
AFA 9 2 (Digital Predistortion, DPD) 2E& A}&3lt}. 1. Transformer-based DPD 24
DPD = PA 9] HA9 543 ﬂ‘é}ﬂmt q954s 99 Aetats o] A ol7|elx= 2 1(b)ell e}
Azl Hg AEFoEH, HF ZHolAN HIANS k. A& A7 (Signal Processing), EWAXAED
grs= dgE MY S 538 @A PA 9 ¢l 7 (Transformer Encoder), Z18]x HZF ZHZHg<l

W22 ¥ (Memory Effect)E E@H317] 98] Hd 2 A4 AZ(Fully Connected Layer) 0.2 A €t}
7IMS Abgeted, 53] AAE delEl Al ZAs B
71 =3 217 % (Recurrent NN) 7]k DeltaGRUE[IZ D 9 Ae A Lomﬂd Signal Processing £ e
welo] SOTA 4%% =3k 1t} RNN wae [f ol gom waMe §¥ Avave 544

€A A0 S8 2wl @k gext, o FRES AOEE S AGHE meaner dopth
o]&4 (Long-term dependency) wAZ I3 AR MuFEe A AR ElelE e o]F el HF(x]), 2

0.

—

st 3(sinf,,cosf, ) TS EFs= A (2)9 HEHZE

Edo] WA 4 9l WwhH, Transformer[3] 7]RE =
AlZgwke A o] ¥l (Self-Attention) WAUZS =3 <3l DPD,_E%] dso2 }\]—.%%E]r' °l .VCT.%LEJ
?Q-%Eﬂ qolg 7o) PR WeH o AlE2  do]E+= Input Embedding ¥ Positional
BATo g AX FHAS ol oS Haa uMg Encoding layer & 71% EfRzXH <5y
Mwe FabE AdWels wdwst b gAd gge  doath3l
Bl Ozﬂ = iﬁ;’ﬂ’ﬂ : ]4% OGRU 7|RE wdle ¥ 1. 294 u}Z DPD 9 AT W
= = L -0 L= ol &
A= ki WAy HA dea _"'EHQO]J] 71 Metric without DPD DeltaGRU Transformer
Transformer-based DPD T%E #|¢t3it},

EVM (dB) -14.419784 -40.446561 —50.915954

ACLR (dB) -30.822504 -49.129678 —53.069202
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Xppp_in = Qtt] D

[ Iy T4 I, Ie—m-1) ]T
Q¢ Q¢ Q¢—2 Qe-m-1
, | x| xe_q] [x¢—] |xt—(M—1)|
XDPD in 3 3 3 3
||xt| [x¢—1] x| |xt—(M—1)| |
| Sin@t Sin@t_l Singt_z Singt_(M_l) I
lcos@t cosf;_, cosb;_, cosO;_(y-1)
1.2) Edx¥xn odFt: I3 1 (0 EIAEY

A7y E59 A FxE BTt WA MHAE 99
ARz o] veke A e HAREFE BALS
SHE . dmoder = 6% NMpeaa =2 709 =R L E5}o]
By A}, ol= PA Wixeg Zye] Hxd ujxdF
ofEAe &t ul miAo|th thEo® FEN oA
71€ A7-[31¢] @<= A8 AFS(Linear layer) ¥4 thal,

locally feature extraction %3 7Z3}st7] 98l
ConvlD & A}&3it}h o] 93] F ConvlD XkelA
dep =10 9] 2oz AHggrh I, A =P
HAMSG Zo|q 2R 3}7]

AAZF DPD A4te] 584 &
3 9l EdxET golol(ngy,e, = )T
Edayy Qs
Q3= =9 Nas
layer & Z3}3tt}. FC layer
1 & 03299 HF &9 "AE flattening & & @Y

2S4S S 3 tolHY AYE dpe, = 8F Fagt FC
layer 2 11:_“ 1 H]O]Ei‘o/] ]"?r:]_a dFCZ =25 E]'}\] L}iﬂ E‘]
23l HEFFRo® PA 9 HAEA BAH 2 79

A8 23 T 54
2 Zo A= DeltaGRU-, Transformer—-based DPD

Zdeo] AHes vud AdEs EA%g. 7 g
Python % PyTorch 7]¥to =z H&3ch A3 ¥
e Ao HA AA PA HolEE o]&d vy
EAS Zt= PA REAS g5y Y 2 RES
0|23t DPD R9ly Agste] d1}e] cascaded RAS
TA3tl DPD R9e cascaded R do] Hujgk A 3*—1
54€ Holm= pPA mdle €S ApHdEEE
ZAFUY. oju PA 9ol IEluEHE ixé(frozen)??}
Nz THS Y3t}

a¥ 2 = AM-AM ¥ AM-PM Z#iZolt} ¥ 2

(% S3l ¢ + X%, DPD model & ARME3A &
A5 Az v Adg Q=S HBATE DeltaGRU-based

= g FE A AE a9 2
d 2 (¢)¥ Transformer—based
Sl

g Ardol AY AFE

¥ 1 ¢ EVM % ACLR #H7} AIoy=
Transformer—-based DPD 7} 7}F4 @& & 7]E3}¢],
AaE ma 9 sdEd rA oA Al
$-3ks A3 T 71 SOTA 299l DeltGRU thH]
EVM & 3.34 W), ACLR-& 2.48 %) 4 ¥ Ao Bt

o Z2&
B E=FoMeE 6G 2 5G Advanced 27 olA
SFHEE TEE PA 9o vAdAIEE WEE anE

=83}7] 98, Transformer-based DPD o}71€x =
Abstitt. Aletd RHe 5 T4 A4S S3] PA
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(a) without DPD
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(b) DeltaGRU
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(c) Transformer
2% 2. AM-AM, AM-PM L#] 3%

EAQS gHdor 2agsy] o Transformer & A
oAald WMAUEFS F83te 7]& RNN 7|¥F SOTA
md gy €53 M3yst H4es dFsan A% 23

=

EVM ¥} ACLR A :#elA Z7b x3.34 7 x2.48 9 A%
dds g4dsiel DPD 7lsY AR MRS
AA G AtE  ol7ldHE  FF LLM(Large

Language Model) 7|9+ &Rd=z gHF3tozy HT}
E4% AR PA AYPHS dHHow nAgs 4
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