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Table 1: Zero-shot performance comparison on LLaMA-2-7TB

Configuration | Method ARC-C ARC-E HellaS. LAMB. PIQA WinoG. Avg.
(W-A-KV) @) 0] M (0] Q)] Q)] Q)
444 SpinQuant 0.3959 0.6679 0.7030 0.6652  0.7437  0.6314  0.6345
FLRot (Ours) | 0.4241 0.7109 0.7287 0.7075 0.7666 0.6646 0.6671
4-4-16 SpinQuant 0.3908 0.6263 0.7036 0.6652 0.7503 0.6101 0.6244
FLRot (Ours) | 0.4206  0.6953  0.7311 0.7171 0.7671 0.6732 0.6674
4-16-16 SpinQuant 0.4360 0.7243 0.7494 0.7355  0.7840 0.6701 0.6832
FLRot (Ours) | 0.4420  0.7479  0.7511 0.7273 0.7840 0.6946  0.6912
5 L
a3 3. Zero-shot WAwta A5 Wl

AY A3 A3 dve a9 2 3, 49 2k PPL £4] 47} FLRot2
W4A4KV4 Aol A 0439] PPL #4E 7]1538H9.2H, zero-shot #IX|w}
3 FA M2 FE A5 WAAAKVA 2 WAALKVI6 A Aol M AT 4
Se7h 242k 3.26%p, 4.3%p 7HE AT vkt 24438} gro] 16-bit<!
AR A= F A 2R A Afolv) mjulgk E O R SRSt e
A3 &% vuE 98] LLaMA-2-7B 229 FFN intermediate size
(d=11,008) 274 R4 Aate] A8 AJ7+& 2438 A3 PyTorch 7)yh
Q o9 B 7 8 F 38 (Torch BD)2 FHT thH] =& A9 AJlZF

B9 o1} Triton 719k #A2% 71 (custom kernel BD)-2 FHT<} tf

Sa 948 450 FE SEE 1S9t 34 4% L <128 7

el Ad Ao we °H18ﬂcg s FHT7} S-Alshlen,
L = 512 F7lMe Triton 7]8F &% iz date] FHT tiu] <
11x-127x9] &&= S 7]%—6]'/\}\1:]'-

—¢ TorchBD  —@- FHT (Baseline)

=@~ custom kernel BD(proposed)

1600 -

1400 -

1200 -

Latency (us)
s g g B
g & 8 8

N
8
8

18 38
° ]f‘r ];’! 5?2 1024 20‘48 4696 81‘92
Sequence Length (L)

a7 4. A2 Hole] whE AdE As) Al A7Hd=11,008)
m 2&

v =rdAE Adddeinde] st des =ol7l s Ve
SpinQuant [2]¢] %2 A& =53 FLRot 71 '% A ekstslct. 22
9l 3| Mol AHE-E]= R3, R4 82 144 ofthrt2 dE2 Agsle o)

2l g5 Tbse Au PEE G RN st %H ol FAE EHH
o2 Aojalgirt. LLaMA-2 7B ZdE

WAA4KV4 kA3l 7ol PPLE 7]& rHHl 0437V 7
zero-shot 2 A5olA ] 43%<] A& =%

NS Bk T3k B Ao A= Triton 7]WH] 2% izt Ad H 3
Sh& Fa)ste] AA| 8 A9 A8 2= AlE2 Aojo wet FHT o
H] 06x-1.27x 55 F43% 1, o]F 3] 2 A4 FLRotel 9
& F7HAQ el Ee

ACKNOWLEDGMENT

0243 AR egREAH) ] Ador T
wrol =aE A9 (No. RS-2024-00409492)

=

i

) ro
o A&

159
[1] G. Xiao et al., "SmoothQuant: Accurate and efficient post-training
quantization for large language models,” ICML, 2023.

[2] Z. Liu et al., "SpinQuant: LLM quantization with learned rotations,”
ICLR, 2025.

[3] J. Li et al., "Efficient Riemannian optimization on the Stiefel
manifold via the Cayley transform,” ICLR, 2020.



