AR ol mds} An o)

4 T

oA, T, AS T, A@%
R PS ]

{lee.hyunwon999, hongwonseok11, cshooon, *choi.hyunsoo } @seoultech.ac.kr

The Convergence Trends of Large Language Model and Causal Inference

Lee Hyunwon', Hong Won-Seok', Choi Seunghun', and Choi Hyun-Soo'*
'Seoul National University of Science and Technology

Q o

2 =22 T 348 5 2 Aol F(LLM) 1332 (Causal Inference) 2] 3 A& A A H o2 EFataL

EA3tt}. Judea Pearl €] Q1 J"JM}E}ElE Z|gto 2 LLMO] @A 9]x]<} Q174 A E Ejlsta, 01%14 U (A} A9

9 ) i 2 R Y A 9 Ba) 9| F ] 2 A H 4 S & AASI o] B9l 7€ ATES

AP A& 52 Adsta, LLMO| Er|Ql 2|43t lafS2 o] 22 A|efo] At 4T l:ig‘r St AT AHS
7 ojgtet.

1. A=
F T LLMO| 22 538 1L skotAY, Q17 E o] HEARA
glole] A4S flal F =rQlS FEshE A7t F55L Q)
[1[2]. 2t e A7 4 st 2 glo] Mo znt
ATHIS A}-g5tal Qlo e B4E op|eitt. E5] v A
THAE A o2 1) FA 5= At LLM2] 4124 8HE
of Ag=o] Hct. o]o] & =F-2 LLMI} QI +2 0] 3 A
5 x4 B4star, = Tyl A Age wET
QL 71FES Aetsitt.
2. BE

Pearl2] 13} At}a] wmlc
25}74](711 S} 3EA (A
A7} E Aol 3] 01—3—
st

211 F1: g3 Aol g
NG A7 HAA
o 29 A 7Y (P(Y|do
z,Y =y))°l st
R BRI

A et

A e Aol Bed AdE Ay Zro] Butshel, ¢
S 743 Aok22-2 B AR Qe 2ol o] A (dentification)
29 2 4 917 holct
22 PAEA T HTHGH Y A

LLMy} Q2] §he 2] FAloh A mdle] g
wheh 4 7o) Wats] FRECh B AL F wrol
o AF PP BEE NE 0T A7E Heleict
221 %3 AY FANUE BF

=

LLM ‘for Causal Dlscovery HEZA dlo]g 7|¥t &1

(PC, GES, NOTEARS 0| H2= Z7}o] wha} €14 T7ko] 2=
Stal 9| AE HEHolEHE & %O}X] Stz HAIE LLME| T
ol 2|41 0 2 Holsl= HhAlo|t} [4]. WA Causal Inference “for
LLM’E LLMoY] o137} /gL T ¢l6to] =2 =828 A A3}s11,
5191 A ol 2Rt A5 AskE o A= A 7Hs S

ol o] Y Feh 5],

1|

l

}

222 %4 §% FIA =R
L A0

WA QuFE Bho] FA7} H A9, LM}
SEEET DEEES 2R BT e RS
A dlole A4 9% AT 5 213t nho]mefel o] £
BEF 5 ek 0|5 ¢ mdo] HFH 0= 23 9]
ATE, CATE, ITE £9] A% 3FAFS 9l4f o] =

LLMe] 3417} 5l A9, A58 nd
B4 REL DA W 2L
9] 1A £ i1 5o
SFAFA] 7] Of‘dﬂ
L2t

clo
ol

&
e
g, o

)

o2
R s

ﬂJ

>
OID
%
i)

o)

o
=l
v w -S|

o _\:5

Ja
ki oo

fu oo
ﬂOL
o, e
o

:doll‘lm
oft
_O'L
lo H

S,
rZorlr
tlo lo (2 ol KU ro wn 2% ofm

ol o

B g
ox
or

oX ol

l



LLM + Causal Inference ‘
Fusion Research

! (LLM for Cl ‘ Robustness, Fairness,

(SCM, do-calculus

Axis 3: Agent [ Hallucination Reduction

cc@nnwL{ Axis 4: Goa
)!

— ¢ Axis 2: Causal
[Ams 1: Causal Query AENTEEN [ :
> 2y || -—----_-__ f B
(Ladder Step 2 or 3) ) (Who leads the task?) M= Centrlc% Axis 4: Goal

Theoretical Rigor

\(CI for LLM)J Discovery, Estimation,

Data Augmentation

Methodological Direction

.
o
—
-
<
2
i)
o
oqo
)
re,
-
M
=il
=]
I
.
1©
]

AR
= dHHez Z#?it} Ma 0[2]J<L Zhao
& AAE A =FHort
41@@ﬂﬁd%7ﬁﬁ‘%@W1§%ﬁZowﬂﬂ%%ﬂ
g At Bk 1A
Al x4 Zq:L(A) Almskict. WHER Tl metd s
Ztol Z=A|d 2]gFdo] s LR E QL ¢lufEE Hdo] F
Aol E[1]1= LLM Q] Z B3} uj A4 2|48 &-8-3)] olu} A 9]
T T8-S ol ol AFotgleh Wi E LLMo] 4|91 A4
S12, 6,8, 71 1A AloFS At == Aol HHlo] A9
Ve 2 BAAE AR AL Fa BRE ATt of
3 27 AL FF LM} 32 Afshast st o
ARG AR Tl =2tel g A F e,

op
:Oé
=
<
lo
e
o°|‘

1 LM QTR §8 97 Be
o273 44 HER T

H

TE | asagan g rz o | Ay 5 %=

[1] (0] o CI Causal Discovery

[2] (6] X LLM Debiasing

[6] (0] X LLM Debiasing

[8] X X LLM Explainable Reasoning
[7] O A LLM Hallucination Control
3. 88

2 = Bo A LLM3} Q195 2o] 42 418 Bee 4 9)
L3 Ao WA S A A shc, LMJﬂ“ﬂﬂﬂ%
Ao B4 58S sk ), <17 Alofo] LLMe] 7
4 R A4S detele W 40 Y Ho 2 A A ST
= A AR 7 A FF Ao s Adstr A9
M Al 2L AASteE AT A B B2
A58 Ao = AHch

-4
=\:‘:‘
II.
s
>
m&

T BARAR AU TYPAE GBI
Ao 2 o]Fo]Z A Y (RS-2025-02215373)

References

[1]

(2]

(5]

[7]

Jin Li et al. “Revealing Multimodal Causality with Large
Language Models”. In: The Thirty-ninth Annual Conference
on NeurlPS. 2025.

Bo Ma et al. “LLLM4Rec: Large Language Models for Multi-
modal Generative Recommendation with Causal Debiasing”.
In: arXiv preprint arXiv:2510.01622 (2025).

Luis Cavique. “Causality: the next step in artificial intelli-
gence”. In: Philosophy of artificial intelligence and its place
in society. IGI Global, 2023, pp. 1-17.

Guangya Wan et al. “Large Language Models for Causal Dis-
covery: Current Landscape and Future Directions”. In: Pro-
ceedings of the Thirty-Fourth IJCAI. Survey Track. Interna-
tional Joint Conferences on Artificial Intelligence Organiza-
tion, Aug. 2025, pp. 10687-10695.

Longxuan Yu et al. “CausalEval: Towards Better Causal Rea-
soning in Language Models”. In: Proceedings of the 2025
Conference of the NAACL. Apr. 2025, pp. 12512-12540.

Shitian Zhao et al. “Causal-cog: A causal-effect look at con-
text generation for boosting multi-modal language models”.
In: Proceedings of the IEEE/CVF Conference on CVPR.
2024, pp. 13342-13351.

Guanyu Zhou et al. “Mitigating Modality Prior-Induced Hal-
lucinations in Multimodal Large Language Models via Deci-
phering Attention Causality”. In: The Thirteenth ICLR. 2025.

Xinmeng Hou et al. “DriveAgent: Multi-Agent Structured
Reasoning With LLM and Multimodal Sensor Fusion for Au-
tonomous Driving”. In: IEEE Robotics and Automation Let-
ters 10.11 (2025), pp. 12189-12196.



