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Model Data Split | Valid Sequences / Top-50 | Valid Ratio (%)
ProGPT2 Random 29/50 58
ProGPT2 | Stratified 37/50 74
ProGen2 Random 26/50 52
ProGen2 | Stratified 40/50 80
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Model Data Split Average TM-Score
ProGPT2 Random 0.525
ProGPT2 Stratified 0.588
ProGen2 Random 0.364
ProGen2 Stratified 0.396
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