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Abstract 
Discontinuous reception (DRX), bandwidth part (BWP) adaptation, and wakeup signaling (WUS) are effective 

mechanisms for improving user equipment (UE) energy efficiency in modern and future wireless systems. However, 

independent configuration of these mechanisms may lead to suboptimal performance under diverse quality-of-service 

(QoS) requirements. In this paper, we propose a deep reinforcement learning (DRL)-based QoS-aware joint DRX–BWP–

WUS adaptation framework that enables intelligent coordination of time-domain sleep control, frequency-domain 

bandwidth allocation, and wake-up signaling. Simulation results show that the proposed approach significantly improves 

UE energy efficiency and reduces unnecessary wakeups while preserving QoS, demonstrating its suitability for beyond-

5G and future wireless networks. 

Ⅰ. Introduction 

Energy-efficient operation of user equipment (UE) is 

essential for reducing operational costs and supporting 

sustainable wireless networks, particularly for battery-

powered devices under dynamic traffic conditions. To 

improve UE energy efficiency, modern systems employ 

discontinuous reception (DRX), bandwidth part (BWP) 

adaptation, and wake-up signaling (WUS) using low-

power wake-up receivers (LPWUR). While these 

mechanisms can individually reduce power 

consumption, their independent configuration often 

leads to inefficient trade-offs between energy saving 

and quality-of-service (QoS). 

Joint optimization of DRX, BWP, and WUS is challenging 

due to their strong interaction and the time-varying 

nature of traffic and QoS requirements. Static or 

heuristic approaches are therefore insufficient to 

achieve optimal performance. In this paper, we propose 

a deep reinforcement learning (DRL)-based QoS-aware 

joint DRX–BWP–WUS adaptation framework that 

dynamically coordinates sleep control, bandwidth 

allocation, and wake-up signaling. Simulation results 

demonstrate that the proposed approach significantly 

improves UE energy efficiency while maintaining QoS, 

making it suitable for future wireless systems. 

II. SYSTEM MODEL AND PROBLEM FORMULATION 

We consider a downlink system serving a set of user 

equipment’s (UEs) 𝓤. Downlink packets destined for 

UE 𝒖 ∈ 𝓤arrive at the core network according to a 

stochastic process and are buffered at the base station. 

Each packet 𝒊 is time-stamped upon arrival and 

associated with a packet delay budget (PDB) 

determined by its QoS class. The age of information 

(AoI) of packet 𝒊at time 𝒕is defined as 

𝐀𝐨𝐈𝒊(𝒕) = 𝒕 − 𝒕𝒊
𝐚𝐫𝐫, 

where 𝒕𝒊
𝐚𝐫𝐫denotes the packet arrival time. 

Scheduling urgency is quantified using the time-to-

schedule (TTS) metric 

𝐓𝐓𝐒𝒊(𝒕) = 𝐏𝐃𝐁𝒊 − 𝐀𝐨𝐈𝒊(𝒕), 

where packets with smaller 𝐓𝐓𝐒 values are prioritized. 

Each UE operates under a discontinuous reception 

(DRX) mechanism with a fixed cycle length 𝑻𝐃𝐑𝐗 , 

consisting of an active window, multiple listening 

occasions (LOs), and a sleep period. During sleep or 

dormant states, the UE periodically activates a (LPWUR) 

to monitor wake-up signals (WUS). Detection of a WUS 

triggers activation of the main RF receiver and 

transition to the active state. 

At each discrete time instant 𝒕, UE 𝒖 is characterized 

by a binary activity state 𝑺𝒖(𝒕), where: 

𝑺𝒖(𝒕) = {
𝟏, UE active,
𝟎, UE sleeping/dormant.

 

The instantaneous power consumption of UE 𝒖 is 

modeled as 

𝑷𝒖(𝒕) = 𝑷𝐬𝐥𝐞𝐞𝐩𝟏{𝑺𝒖(𝒕) = 𝟎} + 𝑷𝐚𝐜𝐭𝟏{𝑺𝒖(𝒕) = 𝟏}

+𝑷𝐋𝐏𝐖𝐔𝐑𝟏{𝑺𝒖(𝒕) = 𝟎, 𝒕 ∈ 𝓛} + 𝑷𝐏𝐃𝐂𝐂𝐇𝟏{𝑺𝒖(𝒕) = 𝟏, 𝒕 ∈ 𝓜𝒖}

+𝑷𝐬𝐰𝚺𝒖(𝒕),

 

where 𝓜𝒖denotes the monitoring occasions for control 

signaling, and 𝚺𝒖(𝒕)indicates whether a bandwidth part 

(BWP) switch occurs at time 𝒕. 

Fig.1. Delay Aware BWP/WUS enabled DRX cycle 

III. DRL-BASED JOINT DRX–BWP–WUS ADAPTATION 

At each decision epoch 𝒕, the DRL agent observes the 

system state, selects a control action, and receives a 

reward reflecting the trade-off between UE energy 

consumption and quality-of-service (QoS). The per-

UE state is defined as 

𝐬𝑢(𝑡) = [𝑄𝑢(𝑡),  TTS‾
𝑢(𝑡),  𝑆𝑢(𝑡),  𝑏𝑢(𝑡),  𝜏𝑢(𝑡)], 



 

where 𝑄𝑢(𝑡) denotes the buffered data volume, 

TTS‾
𝑢(𝑡) is the minimum time-to-schedule among 

buffered packets, 𝑆𝑢(𝑡) ∈ {0,1} is the UE activity state, 

and 𝑏𝑢(𝑡) is the currently active BWP. The global 

system state is formed by aggregating all UE states. 

𝐚𝑢(𝑡) = [𝑎𝑢
DRX(𝑡),  𝑎𝑢

BWP(𝑡),  𝑎𝑢
WUS(𝑡)], 

where 𝑎𝑢
BWP(𝑡) ∈ {BWP𝐴, BWP𝐵 , BWP𝐶}and 𝑎𝑢

WUS(𝑡) ∈ {0,1}. 

BWP switching incurs additional delay and energy cost, 

which is reflected in the reward. 

𝑟(𝑡) = −[𝛼 ∑ 𝑃𝑢

𝑢

(𝑡) + 𝛽 ∑ ℓ𝑖

𝑖∈ℐ(𝑡)

(𝑡) + 𝛾 ∑ 𝟏{

𝑢

𝑄𝑢(𝑡)

> 0, 𝑆𝑢(𝑡) = 0}], 

where 𝑃𝑢(𝑡) denotes UE power consumption, 

ℓ𝑖(𝑡)represents packet loss due to QoS violation, and 

the third term penalizes buffered packets during sleep. 

The weights 𝛼, 𝛽, 𝛾control the energy–QoS trade-off.  

We adopt a deep Q-learning (DQN) framework to 

approximate the optimal action-value function: 

𝑄∗(𝐬, 𝐚) = 𝔼[∑ 𝛾𝑘∞

𝑘=0
𝑟(𝑡 + 𝑘)   ∣   𝐬(𝑡) = 𝐬, 𝐚(𝑡) = 𝐚],    

The network parameters are updated by minimizing the 

temporary difference loss: 

ℒ(𝜽) = 𝔼[(𝑟(𝑡) + 𝛾 max
𝐚′

𝑄(𝐬(𝑡 + 1), 𝐚′; 𝜽−)

− 𝑄(𝐬(𝑡), 𝐚(𝑡); 𝜽))2] 

 

Fig.2. DRL based Cell DRX/BWP Configuration 

IV. Results and Discussion 

Simulation results show that the proposed DRL-based 

joint DRX–BWP–WUS scheme significantly reduces 

average UE power consumption while maintaining a low 

packet loss rate across varying traffic conditions. This 

confirms its effectiveness in achieving energy-efficient 

operation without compromising QoS.  

IV. Conclusion 

This paper presented a DRL-based QoS-aware joint 

DRX–BWP–WUS adaptation framework for energy-

efficient UE operation. By jointly optimizing sleep 

control, bandwidth allocation, and wake-up signaling, 

the proposed approach significantly reduces UE power 

consumption while maintaining low packet loss. These 

results demonstrate the effectiveness of intelligent 

joint adaptation for future wireless systems and 

motivate further extensions toward more complex 

deployment scenarios. 

 

 

ACKNOWLEDGMENT  

This work was supported by the National Research 

Foundation of Korea (NRF) grant funded by the Korea 

government (MSIT) (RS-2025-00553810, 50%)  

This work was supported in part by the National 

Research Foundation of Korea (NRF) funded by the 

Ministry of Science and ICT (MSIT), Korea Government 

under Grant (RS-2022-NR070834, 50%) 

References 

1) H. H. Mehdi and S. Y. Shin, “Smart DRX Wakeup Signal 

Control with Latency-Aware DCP Signaling in B5G /6G 

Multi-Service Scenarios,” in Proc. 2025 Korea Institute 

of Communications and Information Sciences (KICS) 

Summer Conference (2025), Jeju Shinhwa World, Jeju, 

Republic of Korea, Jun. 2025, pp. 659–660  

2) A. Tariq, M. Sajid Sarwar and S. Y. Shin, "Orthogonal 

Time-Frequency–Space Multiple Access Using Index 

Modulation and NOMA," in IEEE Wireless 

Communications Letters, vol. 14, no. 5, pp. 1456-1460, 

May 2025, doi: 10.1109/LWC.2025.3544234. 

3) M. Ahmad, M. S. Sarwar and S. Y. Shin, "Deep Learning 

Assisted Channel Estimation for Adaptive Parameter 

Selection in mMIMO-SEFDM," in IEEE Internet of Things 

Journal, doi: 10.1109/JIOT.2025.3554763 

4) F. A. Khan and S. Y. Shin, "Deep Learning Based Active 

Noise Cancellation for Reducing UAV Propeller Sound," 

2024 15th International Conference on Information and 

Communication Technology Convergence (ICTC), Jeju 

Island, Korea, Republic of, 2024, pp. 2072-2077, doi: 

10.1109/ICTC62082.2024.10827319 


