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Backbone Method MME-H Total
Baseline 533.3
LLaVA-NeXT
Single Agent 595.0
Baseline 545.0
InternVLZ2
Single Agent 596.7
Proposed Framework 641.7
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