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요 약

엣지 환경에서의 딥러닝 추론 서비스는 제한된 연산 자원과 다양한 워크로드 특성으로 인해 효율적인 작업 스케줄링이 필수적이다 그러나 기존의 단일   . 
기준 기반 스케줄링 기법은 모델 이질성 부하변화 자원병목과 같은 현실적인 조건에서 안정적인 성능을 보장하지 못한다 본 논문은 이러한 한계를 단계적, , . 
으로 분석하고 다중 기준과 민감도를 통합한 스케줄링 기법을 제안한다 제안 기법은 지연시간QoS deadline Deadline-Aware TOPSIS(DA-TOPSIS) . , 

만족도 시스템 부하를 종합적으로 고려하여 작업을 동적으로 분배한다 시뮬레이션 기반 실험 결과 도착 간격이 초 이하인 고부하 환경에서 deadline , . , 0.08
및 스케줄러의 가 최대 까지 급격히 증가한 반면 는 동일 조건에서 를 수준으로 RULE EDF deadline miss ratio 0.48 , DA-TOPSIS miss ratio 0.08~0.15 

유지하며 기존 단일 기준 및 기반 기법 대비 가장 안정적인 만족 성능을 보였다TOPSIS deadline .
           

 

.Ⅰ 서론 
최근 엣지 컴퓨팅 환경에서는 제한된 연산 자원과 이질적인 딥러닝 워크로드 
로 인해 실시간 추론 작업의 효율적인 스케줄링이 중요해지고 있다. Jetson 

및 와 같은 엣지 환경에서는 연산 복잡도가 상이한 모델들이 동시Xavier TX2
에 실행되며 이는 시스템 지연과 에 직접적인 영향을 미친다 기존 , QoS [2],[5]. 
스케줄링 기법들은 이나 처리 시간과 같은 단일 기준에 기반하여 모deadline , 
델 복잡도 변화나 자원 병목 상황에서 성능 저하를 보인다 는 [3]. EDF

만족 측면서는 효과적이지만 부하나 작업 중요도를 반영하지 deadline GPU 
못하는 한계가 보고되고 있다 다중 기준 의사결정 기법인 는 복[4],[5]. TOPSIS
수의 성능 지표를 고려할 수 있으나 기존 적용에서는 민간도가 충분, deadline 
히 방영되지 않았다 본 연구는 이러한 한계를 실험적으로 분석하고[1]. , 

민감도를 통합한 스케줄deadline Deadline-Aware TOPSIS(DA-TOPSIS) 
링 기법을 제안한다. 

. Ⅱ 본론
엣지 환경 기반 추론 서비스는 단일 모델과 기준한 단순한 처리 구 DNN QoS 
조를 넘어 서로 다른 연산 복잡도의 모델들이 혼재된 워크로드 환경으로 빠르, 
게 전환되고 있다 와 와 같은 엣지 환경에서는 제한된 연산 . Jetson Xavier TX2
자원과 메모리 대역폭으로 인해 등 다양deadline, latency, GPU load, QoS 
한 요소가 동시에 스케줄링 성능에 영향을 미친다 그러나 기존 스케줄링 기법. 
들은 대부분 단일 기준에 기반하고 있어 이러한 복합적 특성을 충분히 반영하
지 못하는 구조적 한계를 가진다 본 연구는 이러한 한계를 실험적으로 분석하. 
고 다중 기준 기반 스케줄링의 필요성을 검증하기 위한 실험을 설계하였다, .

환경의 특징2.1 Heterogeneous Model Mix 

첫 번째 실험에서는 모델과 같이 연산 복잡도와 MobileNet, Inception GPU 
사용량이 상이한 모델들의 혼재 비율을 점진적으로 증가시키며 스케줄러의 안
정성을 평가하였다.

그림 [ 1. Heavy Model ratio vs Deadline Miss]
그림 과 같이 자원이 더 제한적인 장비를 기준으로 및1 TX2 PRIORITY , 

스케줄러는 모델 비중이 증가함에 따라 Round-Robin heavy deadline 
가 급격히 증가하며 스케줄링 구조가 쉽게 붕괴되는 현상을 보였다 이는 miss . 

두 방식 모두 모델의 연산량이나 소비 특성을 고려하지 못한 채 단일 기준GPU 
으로 작업을 정렬하기 때문이다 는 기준에 의해 상대적으로 낮. EDF deadline 
은 를 유지하였으나 나 를 반영하지 못해 측면의 한miss , QoS GPU load QoS 
계가 명확히 드러났다 반면 기반 스케줄링은 모델 증가 상황. , TOPSIS heavy 
에서도 가 완만하게 증가하며 가장 안정적인 성능을 보였다 이는 miss . 

환경에서 단일 기준 스케줄링이 근본적으로 취약heterogeneous workload 
함을 보여주며 다중 기준 고려의 필요성을 시사한다, .

자원 부족 상황에서의 영향2.2 GPU Overload 

두 번째 실험에서는 사용량이 특정 임계값 을 초과할 경우 추GPU (threshold)
가 가 발생하도록 설정하여 자원 부족 상황을 모델링하였다latecny penalty .



그림 [ 2. GPU Threshold vs Deadline Miss]
그림 와 같이 가 감소할수록 와 은 자원 부족을 2 threshold PRIORITY RR GPU 
고려하지 못해 가 불규칙적으로 급증하였다 는 deadline miss . EDF deadline 
기준 정렬 특성상 변화에 큰 영향을 받지 않았지만 이는 threshold , GPU 

를 회피한 결과가 아니라 자원 상태를 무시한 결과 한계를 가진다 반overload . 
면 를 를 항목으로 반영함으로써 감소 상황TOPSIS GPU load cost threshold 
에서도 가장 완만한 성능 저하를 보였으며 특히 와 같이 자원이 제한된 환, TX2
경에서 월등히 안정적인 성능을 유지하였다 이는 자원 제약적인 엣지 환경에. 
서 이 필수적임을 보여준다 이러한 결과는 엣resource-aware scheduling . 
지 추론 환경에서 하나만을 기준으로 한 스케줄링은 더 이상 충DNN deadline 
분하지 않으며 다양한 요소를 동시에 고려할 수 있는 , QoS multi-criteria 

기반 스케줄링 시스템이 필수적임을 의미하고 있다decision . 

. Ⅲ 스케줄링 시스템Deadline-Aware TOPSIS-based 
본 연구에서는 이기종 엣지 디바잇 환경에서 실시간 추론 작업을 효율적 DNN 
으로 스케줄링하기 위해 기반 스, Deadline-Aware TOPSIS(DA-TOPSIS) 
케줄링 시스템을 제안한다 를 기반으.  YAFS(Yet Another Fog Simulator)
로 구현되었으며 실시간으로 유입되는 추론 작업을 및 와 , DNN Xavier TX2
같은 서로 다른 성능의 엣지 디바이스에 동적으로 할당한다. 

그림 시스템 아키텍처 구성도[ 3. ]
그림 은 제안하는 시스템의 전체 아키텍처를 나타낸다 시스템은 크게 3 . Job 

의 세 부분으로 구성된다Generator, Scheduler, Edge Devices . Job 
는 일정한 주기로 추론 작업을 생성하며 각 작업은 모델종류Generator , 

정보를 포함한다 는 대기 batch size, arrival time, deadline . Scheduler
큐에 존재하는 작업을을 대상으로 스케줄링 알고리즘을 수행하며 각 작업, 
을 어느 디바이스에 할당할지 결정한다 는 할당된 작업을 실. Edge Devices
제 추론 시간 모델에 따라 처리하며 완료 시간과 만족 여부를 기, deadline 
록한다.

실험. Ⅳ
제안하는 시스템의 성능을 검증하기 위해 동일한 환경에서  , RULE-based 

네 가지 스케줄링 기법을 비교하였Scheduler, EDF, TOPSIS, DA-TOPSIS 
다 실험 환경은 와 로 구성된 이기종 엣지 디바이스에 추론 . Xavier TX2 DNN 
작업을  시뮬레이터를 통해 요청하고 장비에 할당하도록 하였고YAST , batch 
에 따라 실험을 진행하여 모든 작업의 은 로 동일하게 부size deadline 300ms

여하였다 평가지표로는 내 완료된 작업 수를 기준으로 전체 작업 대. deadline 
비 초과 비율을 확인하여 요청 도착 간격 을 점진deadline (arrival interval)

적으로 감소시켜 시스템 부하를 증가시는 시나리오를 구성하였다. Arrival 
은 초에서 초까지 감소하며 저부하 환경에서 극단적인 고부interval 0.30 0.03 , 

하환경까지 평가하였다 .

그림 변화 및 [ 4. Arrival Interval Deadline Miss Ratio]
그림 와 같이 도착 간격이 초 이상인 구간에서는 모든 스케줄링 기법이 4 0.15

없이 정상 동작하였다 그러나 초 이하의 고부하 영역부터 deadline miss . 0.08
스케줄러 간 성능 차이가 명확히 나타났다 및 스케줄러는 . RULE EDF 

가 급격히 증가하며 성능이 붕괴되는 양상을 보였다deadline miss . TOPSIS
는 상대적으로 안정적인 성능을 유지했으나 극단적인 고부하 환경에서는 , 

가 증가하였다 반면 는 중고부하 환경에서도 실시간 miss ratio . DA-TOPSIS ,
제약과 자원 활용 간의 균형을 가장 안정적으로 유지하였다.

. Ⅴ 결과
본 실험은 단일 기준 스케줄링이 이기종 엣지 환경과 고부하 조건에서 구조적  
한계를 실험적으로 확인하였다 이를 해결하기 위해 본 논문은 민감. deadline 
도를 통합한 스케줄링 기법을 제안하였으며 다양한 워크로드 조DA-TOPSIS , 
건에서 를 효과적으로 감소시켰다 실험 결과는 deadline miss . DA-TOPSIS
가 자원 활용과 실시간 제약 간의 균형을 안정적으로 유지하는 실용적인 엣지 
추론 스케줄링 기법임을 보여준다.
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