
 

 

발화 길이 기반 가중 평균을 

이용한 화자 임베딩 등록 방식 

김수경, 이건희 

HDC Labs 

kimsk5818@hdc-labs.com, Gunhee_Lee@hdc-labs.com 

 

Speaker Enrollment Embeddings 

Using Duration-Based Weighted Averaging 

SuKyung Kim, Gunhee Lee  

HDC Labs 

 

요 약 

 
짧은 발화로부터 추출된 화자 임베딩은 제한된 음소 정보로 인해 불확실성이 증가하며, 이를 기존의 단순 평균 방식으로 

결합할 경우, 등록 임베딩의 신뢰도가 저하될 수 있다. 이러한 문제를 해결하기 위해, 본 논문에서는 발화 길이 기반 가중 

평균 등록 방식을 제안한다. 실험 결과, 제안한 방법은 다양한 등록 발화 길이 조건에서 기존 단순 평균 방식 대비 일관된 

성능 향상을 보였으며, 특히 짧은 발화가 다수 포함된 조건에서 가장 큰 개선 효과를 확인했다. 

 

 

Ⅰ. 서 론  

화자 인식 시스템은 음성 기반 보안 인증, 개인화 음성 

서비스 등 다양한 상용 서비스에 활용되고 있다. 이러한 

시스템은 사용자의 음성을 사전에 등록하는 등록 과정을 

통해 각 화자의 기준 음성 표현을 확보한 이후, 입력 

음성과 등록 정보를 비교하여 화자를 식별한다. 이때 

등록 단계에서 생성되는 화자 임베딩 벡터는 이후 모든 

인식 과정의 기준이 되므로, 등록 임베딩의 품질은 전체 

시스템 성능에 직접적인 영향을 미친다. 

화자 임베딩 벡터 추출에 있어서 등록 발화의 길이는 

화자 정보를 얼마나 충분히 관측할 수 있는지를 

결정하는 정보의 양으로 해석할 수 있으며, 이는 추출된 

임베딩 벡터의 품질과 밀접한 관련이 있다. 일반적으로 

등록 발화의 길이가 길수록 음색, 조음 특성, 발화 습관 

등 화자 고유의 특성이 더 충분히 반영될 수 있어, 보다 

정확하고 안정적인 임베딩 벡터를 추출할 수 있다. 반면, 

발화 길이가 짧은 경우에는 관측 가능한 음소 정보가 

제한되며, 이로 인해 임베딩 추정의 신뢰도가 저하될 수 

있다. 
기존 연구들에서도 발화 길이와 화자 인식 성능 간의 

관계가 지속적으로 분석되어 왔다. [1]에서는 사전에 

학습된 화자 임베딩이 화자 정보뿐만 아니라 발화 

길이와 같은 발화 속성 정보를 일부 포함하고 있으며, 

발화 길이에 따라 임베딩 공간상의 분포 특성이 달라질 

수 있음을 실험적으로 분석하였다. 또한 짧은 발화 

조건에서 화자 인식 성능이 현저히 저하된다는 점은 

여러 연구에서 공통적으로 보고되었다. 특히, [2]는 짧은 

발화로부터 추출된 화자 임베딩은 제한된 음소 정보로 

인해 불확실성이 증가하며, 이러한 불확실성이 화자 검증 

시스템의 성능 저하를 유발하는 주요 요인임을 

지적하였다. 이에 따라, [3]과 같이 짧은 발화 조건을 

명시적으로 고려한 임베딩 학습 기법들이 제안되었다.  

이처럼 발화 길이는 화자 임베딩의 안정성과 신뢰도에 

직접적인 영향을 미치며, 이는 최종 화자 인식 성능으로 

이어진다. 그럼에도 불구하고, 기존의 다중 발화 기반 

화자 등록 방식에서는 일반적으로 모든 등록 발화를 

동일한 가중치로 평균하여 하나의 등록 임베딩을 

생성한다. 이러한 방식은 길이가 짧고 정보량이 

상대적으로 적은 발화가 포함되더라도, 길이가 긴 발화와 

동일한 중요도로 취급한다는 한계를 가진다. 그 결과, 

불확실성이 큰 짧은 발화에서 추출된 임베딩이 등록 

임베딩에 그대로 반영되어 전체 임베딩의 분산을 

증가시키고, 화자 식별 성능을 저하시킬 가능성이 있다. 
본 논문에서는 이러한 문제를 해결하기 위해, 다중 

발화 등록 환경에서 발화 길이에 따라 차등적인 

가중치를 부여하는 발화 길이 기반 가중 평균 등록 

방식을 제안한다. 제안하는 방법은 길이가 긴 등록 

발화에 더 높은 비중을 부여함으로써, 불안정한 짧은 

발화의 영향을 효과적으로 줄이고, 보다 안정적이고 

신뢰도 높은 화자 등록 임베딩을 생성하는 것을 목표로 

한다. 

 

Ⅱ. 본론  

본 논문에서는 다중 발화 기반 화자 등록 과정에서 

등록 발화 간 길이 차이로 인해 발생하는 임베딩 품질 

저하 문제를 완화하기 위해, 발화 길이에 기반한 



 

가중 평균 화자 등록 임베딩 생성 방법을 제안한다. 
Figure 1 은 제안하는 다중 등록 발화로부터 최종 화자 

등록 임베딩을 생성하는 과정을 단계별로 나타낸다. 

주어진 등록 발화들을 입력으로, 각 발화의 길이 𝑙𝑖 를 

계산한다. 그리고 길이 기반 가중치를 식(1)과 같이, 

계산하고 ERes2NetV2 모델을 사용해 각 등록 발화에서 

추출한 임베딩 벡터들과 함께 식(2)와 같이 가중 

평균하여 화자 별로 하나의 등록 임베딩 벡터 𝑒𝑠𝑖 를 

도출한다.  
 

𝑤𝑖 =  
𝑙𝑖

𝐿
,  (𝐿 = ∑ 𝑙𝑗

𝑁
𝑗=1 ) …(1) 

𝑒𝑠𝑖   =   ∑ 𝑤𝑗𝑒𝑗
𝑁
𝑗=1  …(2) 

 

Ⅲ. 실험 

다중 발화 기반 화자 등록 환경에서 길이 기반 가중 

평균이 성능에 미치는 영향을 확인하기 위해 서로 다른 

길이 조합의 4 가지 조건에서 단순 평균 등록 방식과 

길이 기반 가중 평균 했을 때의, 화자 인식 성능을 

비교했다. 데이터는 [4]voxceleb 테스트셋을 사용했으며 

인식에 사용된 화자는 총 40 명이다. 4 가지 등록 발화 

길이 조건은 다음과 같다.: 조건 A [0.3, 0.4, 0.5, 0.6, 

0.7]/조건 B [0.3,0.3,0.3,0.3,0.7] /조건 C[0.8, 0.9, 1.0, 

1.1, 1.2] /조건 D[0.8, 0.8, 0.8, 0.8, 1.5] 

[표 1]을 보면, 모든 조건에서 제안한 길이 기반 가중 

평균 방식이 단순 평균 방식보다 더 높은 정확도를 

보였으며, 성능 향상의 폭은 등록 발화의 길이 분포에 

따라 다르게 나타났다. 등록 발화가 매우 짧고 하나의 긴 

발화가 포함된 조건 B 의 경우, 가중 평균 방식이 긴 

발화에 더 큰 비중을 부여함으로써 약 5.7%의 성능 

향상을 보였다. 조건 C, D 의 경우 전체 발화 길이가 

충분히 길어 단순 평균 방식도 비교적 기본적인 화자 

정보가 확보되어 가중 평균 방식의 추가적인 성능 향상 

폭이 작게 나타났다. 결과를 전반적으로 분석하자면 

제안한 길이 기반 가중 평균 방식이 등록 발화 간 길이 

편차가 클수록, 짧은 발화의 비중이 높을 수록 더 큰 

성능 향상이 나타난다는 것을 알 수 있다.  

 

 

 

 

 

 

 단순 평균 길이 기반 가중 평균 

조건 A 79.38% 79.93% 

조건 B 59.01% 64.70% 

조건 C 85.73% 85.92% 

조건 D 87.74% 87.80% 

표 1. 등록 발화 길이에 따른 화자 분류 정확도 

 

IV. 결론 

  본 논문에서는 짧은 발화로부터 추출된 화자 임베딩 

벡터의 정확도 보완을 위한 길이 기반 가중 평균 등록 

방식을 제안했다. 실험 결과, 제안한 방법은 다양한 등

록 발화 길이 분포 조건에서 기존 단순 평균 방식 대비, 

일관된 성능 향상을 보였으며, 특히 짧은 발화가 다수 

포함된 조건에서 가장 큰 성능 개선을 확인했다. 이를 

통해 등록 발화가 짧고, 길이 편차가 큰 실제 서비스 환

경에서 제안한 방법이 효과적일 수 있음을 입증하였다.  
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